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ABSTRACT: In conventional bulk nonlinear spectroscopy, the contribution from molecules with different environmental conditions sometimes conceals the properties of interest and prevents the assessment of the heterogeneity of complex systems. This is especially true when exploring mechanisms of coherence loss in multicomponent systems [Ishizaki and Fleming, J. Phys. Chem. B 2011, 115, 6227]. To avoid this drawback of ensemble measurements and evaluate single-molecule behavior, a quantum theory is proposed to study the three-pulse photon echo signal of a two-level system in a bath and reveal the fluctuations inherent to single molecules. The current method takes advantage of the coherent state representation to understand the photon echo experiment in a wave function formalism rather than the reduced density matrix. Information regarding the environmental degrees of freedom (DoF) is explicitly encoded in the initial state of the system plus bath. The thermal fluctuations of the initial states induce variation of the photon echo signal, which is clearly different from the ensemble average echo signal. We use our formalism to demonstrate the recovery of the conventional ensemble response signal from the single-molecule signal.

1. INTRODUCTION

Rapid strides have been made over the past few years in the ability of ultrafast spectroscopy to record the phase and energy relaxation of ensembles of molecules in the condensed phase.1,2 In particular, photon echo methods1 with one or two controlled coherence periods generally with a controlled population or coherence waiting time have generated a wealth of information on solute−solvent, solute−solute, energy transfer, electronic relaxation, and dephasing dynamics in liquids, glasses, and proteins.4−7 Electronic spectra of chromophores in the condensed phase are usually broad and almost featureless. The broadening is a consequence of thermal congestion, rapid fluctuations of the environment causing electronic energy gap fluctuations (often called homogeneous broadening), and a slowly varying distribution of local environments generally called inhomogeneous broadening. The two- or three-pulse photon echo is often said to eliminate the inhomogeneous broadening revealing the “homogeneously” broadened spectrum. However, as Cho and Fleming8 pointed out almost 20 years ago, this is not the case where the two sources of broadening (rapid and slow) are of similar magnitude. In this case, the echo signal contains contributions from both types of broadening and does not reveal even the ensemble fast fluctuation response.9

Recent measurements of the decay of coherent oscillations in photosynthetic light-harvesting complexes10−14 and quantum dynamics15 or the initial value representation of semiclassical theory16 to model the decay of electronic coherence between exciton levels brings the issue described above into sharp relief. Is the decay of the oscillations an ensemble effect, the “fake” decoherence of Schosshauer,17 or the true loss of “quantum mechanicalness” in all the systems (true decoherence17)? These considerations, along with those relating to what different decoherences16−18 and quantum decoherence19 in the environment’s degrees of freedom (DoF)? Therefore, we will focus on the three-pulse photon echo signal in our initial exploration of single-molecule nonlinear spectroscopy. We have also been encouraged to follow this line of thinking by the recent work of van Hulst and co-workers which reports the observation of vibrational wave packets in a single molecule and a variable decoherence time for individual molecules in a highly disordered condensed-phase environment.18,19

The conventional description of ultrafast nonlinear spectroscopic experiments is based on a reduced density matrix formalism and has proved immensely powerful in ensemble studies.1,2 The density matrix represents an ensemble of...
molecules, and to describe a single-molecule behavior we need a wave function level description. One key way in which this distinction manifests itself is in the nature of the initial condition of the molecule–environment system.\(^{(20,21)}\) The wave function for the molecule plus environment (or bath)\(^{(20,21)}\) is
\[
\psi(t) = \sum_n c_n(t) \phi_n^{(0)}(t) \otimes \phi_n^{(env)}(t)
\]  
(1)
The environmental states, \(\phi_n^{(env)}\) are occupied according to a thermal distribution, and the actual environmental state around a given molecule will vary from molecule to molecule and will also vary on some time scale. The density matrix approach takes these differences into consideration and constructs a properly weighted average of the possible configurations of the environment. In this latter approach, therefore, the time-dependent behavior of the individual molecule in its own local environment is lost. In this paper we carry out model calculations based on a new approach which we hope will illustrate what might be seen if single-molecule studies of coherence decay were to be carried out. The calculations also illustrate some of the complexities that will arise in the interpretation of such experiments and the rich new information they could reveal.

We will postpone until Section 3 specific comments on potential experimental aspects with one exception, which is important to interpret the calculations we present. If the time resolution is obtained by repeating the measurement on the same molecule at a series of differing time delays, it will be likely that the initial environmental condition will differ from one time delay to the next. Thus an individual “decay” may well show large fluctuations as different initial environmental states are sampled from one time delay to the next.

The rest of the article is organized as follows. In Section 2, we outline the new wave function formalism for photon echo spectroscopy and prove our approach can retrieve the well-known ensemble results. In Section 3, we present the numerical results based on a new formalism. Section 4 is devoted to conclusions of the present work and further remarks on the forthcoming paper and future direction. Supporting Information is included to briefly outline the properties of the coherent state, which have been utilized in the current work.

2. THEORETICAL FORMALISM

In this section, we present the theoretical aspects of the current work. We introduce the first- and second-order perturbative wave function, to compare to the third-order formalisms for the density matrix theory. With this perturbative wave function, we develop a nonlinear spectroscopic theory for single molecules. We show that this formalism recovers the ensemble average results as the number of molecules becomes infinite.

2.1. First- and Second-Order Perturbation Wave Function. In this subsection, we present the theoretical formalism of perturbative wave function for a single molecule. In the response function formalism of bulk nonlinear spectroscopy, the signal is directly related to the perturbation of the reduced density matrix, which is explicitly written as
\[
\rho_{sys}(t) = \rho_{sys}^{(0)} + \rho_{sys}^{(1)} + \rho_{sys}^{(2)} + \ldots
\]  
(2)
where \(\rho_{sys}^{(n)}\) is the \(n\)th-order perturbation density matrix with respect to the interaction between pulses and molecules. In this approach, the environmental degrees of freedom are assumed initially to be a thermal canonical state, which is an ensemble of all possible states. Consequently, the signal results from the interference between different molecules. This implies that the signal obtained from the reduced density matrix has been averaged over all possible environmental states.

The wave function can be also expressed perturbatively as
\[
\psi(\tau, T, t) = \sum_{n=0}^{\infty} \psi_n^{(n)}(\tau, T, t)
\]  
(3)
where \(\psi_n^{(n)}(\tau, T, t)\) is the \(n\)th-order perturbation wave function with respect to the interaction between the pulses and a single molecule. The wave function describes the state of both the system and its environment. We remark here that the current formalism is different from the development in Chapter 6 of Mukamel’s book,\(^4\) where the wave function represents only the state of the system.

In this paper, we will focus on a monomer system with an electronic ground state \(|g\rangle\) and first electronic excited state \(|e\rangle\). The two electronic states couple to an infinite bath of harmonic oscillators. Specially, the Hamiltonian is written as
\[
H = H_s + H_b + \Omega \sum_{\alpha} \phi_{\alpha}(t)
\]  
(4)
where \(H_s = \sum_\beta \epsilon_{\beta} \phi_{\beta}(t) \phi_{\beta}^\dagger(t) + h\Omega H_g\) and \(H_b = \sum_\gamma \phi_{\gamma} \phi_{\gamma}^\dagger\) are the corresponding environmental Hamiltonians associated with the electronic states \(|e\rangle\) and \(|g\rangle\). Here, \(d_\alpha\) represents the displacement of the \(\alpha\)th environmental mode. Without loss of generality, we assume the electronic ground state is at zero energy. To simplify the notation, we assume \(\hbar = 1\) in the following discussion.

Now we write the wave function of electronic and environmental degrees in a coherent state representation as
\[
\psi(0) = \rho_{sys}^{(0)} \otimes \{\alpha\}
\]  
(5)
where \(\rho_{sys}^{(0)} \equiv \rho_{sys} |\alpha\rangle \langle \alpha|\) is a coherent state\(^{22,23}\) of all the vibrational DoF and \(\{\alpha\}_\xi = \{\alpha_1, \alpha_2, \ldots, \alpha_M\}\) is a complex number. Detailed properties of the coherent state representation are given in the Supporting Information. These properties enable us to illustrate the dynamics of the environmental DoF explicitly. Initially, the state of the \(\xi\)th mode is randomly distributed with a Gaussian function as
\[
p(\alpha_\xi) = \frac{1}{n(\omega_\xi)} \exp \left[-\frac{|\alpha_\xi|^2}{n(\omega_\xi)}\right]
\]  
(6)
where \(n(\omega) = [\exp(\beta\omega) - 1]^{-1}\) is the average phonon number on mode \(\omega\) with inverse temperature \(\beta = 1/k_B T\). As illustrated in the Supporting Information, the initial state distribution is equivalent to an exponential distribution in Fock state space. The overall distribution of all environmental DoF is characterized by \(\mathcal{P}(\{\alpha\}) = \Pi \rho(\alpha_\xi)\). In conventional bulk spectroscopy, different molecules have different initial states, which produces an average over this distribution. Mathematically, this average is encoded as the trace over the environment DoF in the reduced density matrix formalism. However, for a particular molecule, the initial state of its environmental DoF is specified at any given time. In the current discussion, no entanglement between the system and bath exists in the initial state. However, the system becomes entangled with its environment as a result of coupling to environmental modes.

For third-order nonlinear spectroscopy, we send two or three pulses into a sample. The electric field of three pulses is explicitly written as
\[ \hat{E}(t) = \sum_j \hat{E}_j(r, t - t_j)e^{-i\omega t + \mathbf{k}_j \cdot \mathbf{r}} + \text{h.c.} \]  

(7)

where \( \hat{E}_j(r, t - t_j) \) \((j = 1, 2, 3)\) is the envelope of each pulse, centered at \( t_j \). In the impulsive limit, we simplify the notation as \( r = t_2 - t_1 \) and \( T = t_3 - t_2 \), which denotes the interval between the three pulses, respectively. In the following discussion, we assume the impulsive limit and the rotating-wave approximation. \(^1\) The first-order perturbed wave function is obtained as

\[
|\psi^{(1)}(\tau, T, t)\rangle = e^{-i\Delta(t+T)\mathbf{\mu}'\mathbf{\tau}}|\psi(0)\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} 
+ e^{-i\Delta(t+T)\mathbf{\mu}\mathbf{\tau}}|\psi(0)\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} 
+ e^{-i\Delta(t+T+\mathbf{r})\mathbf{\mu}\mathbf{\tau}}|\psi(0)\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}}
\]  

(8)

where \( \mathbf{\mu}' = \mathbf{\mu}\mathbf{g}_e \) is raising operator with interaction strength \( \mathbf{\mu}_e \). Here, \( \mathbf{r} \) is the spatial position of the single molecule. The evolution of the coherent state is expressed in eq A3 and is explicitly illustrated as a phase-space trace in Figure A1 in the Supporting Information. During the evolution, the effect of back-action on the environmental DoF is explicitly considered, in comparison to approximating neglecting the corresponding Ehrenfest mean-field force in a classical trajectory simulation. \(^20\) Following the evolution of the coherent state, we obtain the first-order wave function as

\[
|\psi^{(1)}(\tau, T, t)\rangle \propto e^{-iQ(t, T) + \sum_{i=1}^{3} \phi_i(\tau)G_i} 
\times \left[ |(\alpha_i + d_i)e^{-i\omega t} - d_i\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} 
+ e^{-iQ(t, T) + \sum_{i=1}^{3} \phi_i(\tau)G_i} 
\times \left[ |(\alpha_i + d_i)e^{-i\omega t} - d_i\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} 
+ e^{-iQ(t, T) + \sum_{i=1}^{3} \phi_i(\tau)G_i} 
\times \left[ |(\alpha_i + d_i)e^{-i\omega t} - d_i\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} + \ldots \right) \right) \right) \right) \right) \right)
\]  

(9)

where \( \phi_i(t) = d_i^2(\omega t - \sin \omega d) \). In the above equation, we only write down the terms that are relevant to the current study. Similarly to the first-order terms, the second-order wave function is obtained as

\[
|\psi^{(2)}(\tau, T, t)\rangle \propto e^{-i2Q(t, T) + \sum_{i=1}^{3} \phi_i(\tau)G_i} 
\times \left[ |(\alpha_i + d_i)e^{-i\omega t} - d_i\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} 
+ e^{-iQ(t, T) + \sum_{i=1}^{3} \phi_i(\tau)G_i} 
\times \left[ |(\alpha_i + d_i)e^{-i\omega t} - d_i\rangle e^{-i\mathbf{k}_r \cdot \mathbf{r}} + \ldots \right) \right) \right) \right) \right)
\]  

(10)

Here, the evolution of the environmental DoF is explicitly described by the changes of the coherent states.

2.2. Response Function of a Single Molecule. For a single molecule, the combined system of electronic and environmental DoF is described by the perturbed wave functions in eq 9 and eq 10. On the basis of this, we generate the third-order response of the transition dipole moment as follows. Rather than the polarization vector, we write the average value of the transition dipole moment as

\[
\mathcal{T}(\tau, T, t) = \langle \psi^{(1)}(\mathbf{\tau})|\mu|\psi^{(2)}(\mathbf{\tau})\rangle + \langle \psi^{(2)}(\mathbf{\tau})|\mu|\psi^{(1)}(\mathbf{\tau})\rangle
\]  

(11)

where \( \mu = \mu'^{\ast} + \mu' \). In a discussion of a single quantum system, the detection result is always probabilistic, which is related to wave function collapse. Further discussion about this issue may be fruitful but is not considered further in this paper. Instead we evaluate only the average value of the transition dipole moment, as described in eq 11.

In a conventional ensemble photon echo experiment, we measure the signal in the phase matching direction \( \mathbf{k}_s = -\mathbf{k}_j + \mathbf{k}_j + \mathbf{k}_s \). For a single molecule, we lose the explicit definition of the phase matching direction. This photon echo signal is distributed homogeneously over the whole solid angle. To select the signal, we choose the response from the part of the third-order transition dipole with a phase factor of \( \exp{-i(k_1 - k_2 - k_3-r)} \), which is the phase matched term in a bulk three-pulse photon echo experiment. However, a measurable quantity must be Hermitian. Due to this requirement, an additional term with phase \( \exp{-i(k_1 - k_2 - k_3-r)} \) should be included in the signal. Clearly, it is different from an ensemble signal, where the signal intensity in the direction \( k_1 - k_2 - k_3 \) is sharply reduced due to the phase matching.

The terms with the phase factor \( \exp{-i(k_1 - k_2 - k_3-r)} \) and \( \exp{-i(k_1 - k_2 - k_3-r)} \) are sorted out as

\[
I_k(\tau, T; \{\alpha_j\}) \propto [R_k(\tau, T; \{\alpha_j\}) + R_k(\tau, T; \{\alpha_j\})] e^{i(k_1 - k_2 - k_3-r)}
\]  

(12)

\[
+ [R^*_k(\tau, T; \{\alpha_j\}) + R^*_k(\tau, T; \{\alpha_j\})] e^{-i(k_1 - k_2 - k_3-r)}
\]  

(13)

where in the impulsive limit \( R_k(\tau,T,t;\{\alpha_j\}) \) and \( R_k(\tau,T,t;\{\alpha_j\}) \) are the two response functions for a single molecule with environmental initial state \( |\{\alpha_j\}\rangle \). Explicitly, we obtain the expression for the response functions as follows

\[
I_k(\tau, T; \{\alpha_j\}) = R_k(\tau, T, t; tT_s = 0)
\]  

\[
\exp{-iQ(t, \tau, t; \{\alpha_j\})}
\]  

(14)

\[
R_k(\tau, T, t; \{\alpha_j\}) = R_k(\tau, t, t; tT_s = 0)
\]  

\[
\exp{-iQ(t, \tau, t; \{\alpha_j\})}
\]  

(15)

where \( R_k(\tau, T, t; tT_s = 0) \) and \( R_k(\tau, t, t; tT_s = 0) \) are the corresponding response functions for bulk system at zero temperature \( T_s = 0 \). The response functions for the bulk system are defined as

\[
I_k(\tau, T, t; tT_s) = \exp{-iQ(\tau - t) - g^*(\tau) + g(\tau)}
\]

\[
- g^*(\tau - t) - g(T + t) + g^*(\tau + T + t)
\]  

(16)

\[
R_k(\tau, T, t; tT_s) = \exp{-iQ(\tau - t) - g^*(\tau) + g(\tau)}
\]

\[
- g(\tau - t) - g^*(\tau + T) - g^*(T + t) + g^*(\tau + T + t)
\]  

(17)

where \( g(t) = 2/\pi/ \delta (1 - \cos \omega t) \cot \theta (|\omega \theta/2| + i(-\omega t + \sin \omega t)) \) is the line broadening function at finite temperature with spectral density \( J(\omega)/\omega^2 \). \(^1\) We define the real and imaginary parts as \( P(t) = \text{Re} (t) \) and \( Q(t) = \text{Im} (t) \), where the temperature is zero, namely, \( T_s = 0 \). Beside this term, the randomness of a single molecule is characterized by an additional phase term: \( \exp{-iQ(\tau,T,t;\{\alpha_j\})} \) where
The environmental DoF. For an ensemble system, different initial states, which induce different curves. The distance in phase space between two states increases as $\tau$ increases.

- Time interval $(\tau, T + \tau + t)$: The two states evolve on different curves.

From eq 12, we conclude that the maximum contribution to the signal will be at the position where the two end points are close to each other. In Figure 1, this happens at the point $t \approx \tau$ for small values of $\tau$ as expected. Thus the bare nonintegrated photon echo signal reaches its peak around $\tau \approx \tau$. This time is independent of the initial coherent state; however, the position of the peak signal is dependent on the frequency $\omega_0$. For these coherent states, the mean positions of the vibrational wavepackets are defined as $\langle x_0 \rangle \equiv \langle \alpha_0 | x_0 | \alpha_0 \rangle = \text{Re} \alpha_0$. Therefore, the above-described evolutions in phase space can be physically interpreted as the movement of wavepackets.

In our numerical simulations, we also calculate the average signal for a single molecule. The average over different initial conditions is defined as

$$I_{\text{ave}}(\tau, T, t) = \int \mathcal{P}(\alpha) I_{\text{ave}}(\tau, T, t; \{\alpha_0\}) d^2\alpha$$

where $\{\alpha_0\}$ is the initial environmental state. Numerically, the average single-molecule signal is equal to
Article 5 is the total number of traces with 5000 traces. In the simulation, the other parameters are different {di} to demonstrate the environmental modes via the relations. In the expression, the density function, which we model as the Drude spectral density, finds as a signature of local environments. In this section, we present numerical simulations of the three-pulse photon echo signal of a single molecule. An additional phase term was found as a signature of local environments. In this section, we present numerical simulations of the three-pulse photon echo signal of a single molecule. In the following, we assume that the system couples to a bath characterized by a continuous spectral density function, which we model as the Drude–Lorentz spectral density:

\[ J(\omega) = \frac{2\lambda\omega\omega}{\omega^2 + \omega^2} \]

In the expression, \( \omega_b \) is the cutoff frequency of the bath, and \( \lambda \) is the reorganization energy. In the simulation, we discretized the environmental modes via the relations:

\[ \omega_j = \frac{J^2}{M^2} \omega_{\text{max}} \]

\[ d_j^2 = \frac{2\omega_j J(\omega)}{\eta(\omega)} \]

where \( \eta(\omega) = M/2(\omega\omega_{\text{max}})^{1/2} \) and \( j = 1, 2, \ldots, M \). In the following, we use the parameters \( \omega_{\text{max}} = 100\omega_b \) and \( M = 1000 \). For averages over initial conditions, we take about \( N = 5000 \) traces.

In the simulations, the initial states of environment DoF are randomly generated using the GSL bivariate Gaussian distribution random number generator according to the Gaussian distribution in eq 6. The typical traces are shown to demonstrate the effect of differing initial states. The decay behaviors of these traces follow the corresponding dynamics of the phase factors \( \Phi(\tau, T, t; \{ \alpha_i \}) \) in eq 6. In (g–i), we illustrate the distribution of signal intensity, estimated from 5000 traces. The color indicates the relative probability of the signal strength at certain time. The red dotted line represents the signal averaged over these traces.

\[
I_{\text{ave}}(\tau, T, t) = \frac{1}{N} \sum_{i=1}^{N} |I_{\text{ff}}(\tau, T, t; \{ \alpha_i \})|^2
\]

where \( N \) is the total number of traces with different \( \{ \alpha_i \} \equiv \{ \alpha_1^y, \alpha_2^y, \ldots, \alpha_M^y \} \).

3. NUMERICAL RESULTS

In the previous section, we obtained expressions for the photon echo signal of a single molecule. An additional phase term was found as a signature of local environments. In this section, we present numerical simulations of the three-pulse photon echo signal of a single molecule. In the following, we assume that the system couples to a bath characterized by a continuous spectral density function, which we model as the Drude–Lorentz spectral density:

\[ J(\omega) = \frac{2\lambda\omega\omega}{\omega^2 + \omega^2} \]

In the expression, \( \omega_b \) is the cutoff frequency of the bath, and \( \lambda \) is the reorganization energy. In the simulation, we discretized the environmental modes via the relations:

\[ \omega_j = \frac{J^2}{M^2} \omega_{\text{max}} \]

\[ d_j^2 = \frac{2\omega_j J(\omega)}{\eta(\omega)} \]

where \( \eta(\omega) = M/2(\omega\omega_{\text{max}})^{1/2} \) and \( j = 1, 2, \ldots, M \). In the following, we use the parameters \( \omega_{\text{max}} = 100\omega_b \) and \( M = 1000 \). For averages over initial conditions, we take about \( N = 5000 \) traces.

In the simulations, the initial states of environment DoF are randomly generated using the GSL bivariate Gaussian distribution random number generator according to the Gaussian distribution in eq 6. The width of the Gaussian distribution for a particular mode \( \omega_j \) is the average number of phonons \( n(\omega_j) \).

Due to the contribution of the phase term, the nonintegrated echo signal oscillates at the frequency of the energy gap between the ground state and excited state. This oscillation, encoded by the term \( \Omega(t - \tau) \) in eq 19, hides the signature of the single-molecule fluctuations related to the initial state of the environmental DoF. To overcome this problem, we evaluate the echo signal at the position \( t = \tau \). The amplitude of the echo signal at this time point is a measure of the rephasing ability.

In Figure 2, we show the decay of the photon echo intensity at \( t = \tau \) as a function of the population time \( T \), with the coherence time \( \tau = 10 \) fs, at different temperatures \( T_e = 10, 20, \) and \( 70 \) K. In the simulation, the reorganization energy is \( \lambda = 100 \) cm\(^{-1}\), and the cutoff frequency is \( \omega_b = 53 \) cm\(^{-1}\), which is typical in light-harvesting systems. In the top panel, we show three typical echo signals at different temperatures. For the simulations in Figure 2(a)–(c), the decay of the echo intensity is calculated with the same initial bath state \( \{ \ell \} \) at each time point. It is clear that the three nonintegrated echo signals at each temperature vary substantially from each other. The difference in the signals results from the different initial
environmental states \( \{ \alpha_i \} \), where \( \alpha_i \) values of a specific mode \( \omega_i \) are randomly generated for the different traces using the GSL bivariate Gaussian distribution random number generator according to the Gaussian distribution in eq 6. For different initial states, the phase factor \( \Phi(t; \tau; \{ \alpha_i \}) \) varies substantially. The corresponding dynamic evolutions of the phase factor, \( \Phi(t; \tau; \{ \alpha_i \}) \), are presented in Figure 2(d–f). The similar trends in the top and middle panels reveal that the decays of echo signals follow the dynamics of the phase factors. The difference in the individual decays will be larger at higher temperature because of the larger thermal fluctuation and consequent greater range of initial bath states. However, when the temperature is low, e.g., \( T_e = 10 \) K, the range of possible initial bath states is relatively small. This makes the variance in the echo signal small, as seen in Figure 2(a).

However, in reality, the initial bath state, within the range accessible at a given temperature, is totally random. As noted above when the photon echo measurement is repeated to collect a new time point, the initial state cannot be guaranteed to be the same as at the previous time point. Thus, in the course of building up a complete echo decay the system will sample the distribution of bath states. In the bottom panel, we demonstrate the distribution of the calculated signal at different temperatures. For the higher temperature case \( (T_e = 70 \) K), the width of the distribution of the signal after 30 fs is much broader than that of the lower temperature case \( (T_e = 10 \) K). The randomness of the echo signals, observed in Figure 2, results from the fluctuation of the environmental states. However, for an ensemble system, different molecules have different states, which produce an average of echo signals over the distribution, characterized by \( \mathcal{P}(\{ \alpha_i \}) \). Thus, this variation of echo signals cannot be observed in bulk spectroscopy.

In the above simulations, we assigned the same spectral density, which is a relevant quantity for theoretical evaluation of exciton dynamics in the density matrix formalism. Recent simulations\(^{33}\) with a combination of MD and quantum chemistry calculations have revealed variations in magnitude of the spectral density for pigments in a light-harvesting protein, even though their shapes are similar. Differences in spectral density magnitudes bring changes in the fluctuation amplitudes of the single-molecule signals. Mathematically, the fluctuation amplitude is evaluated as the variance of the echo signal, namely

\[
\text{Var}[I_{\lambda}] = \sum_{i=1}^{N} [I_{\lambda}(t, \tau; \{ \alpha_i \})]^2 - I_{\text{ave}}(\tau, T, t)^2
\]

(26)

In Figure 3, we present the dependence of variance of the nonintegrated photon echo signal as a function of reorganization energy, \( \lambda \), and population time, \( T \). Clearly, the fluctuation of the echo signal increases with population time \( T \) and is enhanced at larger reorganization energy \( \lambda \). To explicitly illustrate its dependence on reorganization energy, we plot the variance at \( T = 20, 30, \) and 40 fs as a function of \( \lambda \). The rate of increase of the variance is approximately proportional to the cube of the reorganization energy. Of course, the variance of the signal also depends on the number \( (N) \) of the molecules for which an individual echo decay is collected. In a later paper, we will present a systematic study of the dependence on \( N \) to demonstrate the emergence of the ensemble average signal for a bulk system.

![Figure 3](image)

**Figure 3.** Variance of a single-molecule photon echo signal at \( t = \tau = 10 \) fs. (a) Contour plot of variance of the echo signal as a function of reorganization energy, \( \lambda \), and population time, \( T \). (b) Variance as a function of \( \lambda \) at different population time \( T = 20, 30, \) and 40 fs. The other parameters are \( \omega_i = 53 \) cm\(^{-1} \) and \( \lambda = 100 \) cm\(^{-1} \).

4. **CONCLUDING REMARKS**

We have developed a response function formalism for three-pulse photon echo of single molecules. The effect of the environment is considered by explicit evaluation of the coherent state evolution in phase space. For a single molecule, an additional random phase is induced by the initial state of environment DoF and directly influences the photon echo signal. Moreover, our formalism recovers the conventional ensemble response function theory result for bulk systems. The current simulated signals show the randomness expected for single-molecule photon echo signals, in contrast to echo signals observed in bulk photon echo spectroscopy. In ensemble measurements synchronizing the ensemble members via ultrashort pulse excitation is necessary to eliminate static inhomogeneous broadening. On the other hand, in single-molecule experiments the local inhomogeneity, intrinsically corrected to the thermal fluctuations of the bath, is revealed.

The clear difference of photon echo signals between a single molecule and an ensemble suggests the question: how does the behavior change from single molecule to its ensemble average? The recovery of the ensemble average includes two aspects. First, the relative fluctuation of the signal disappears as the number of molecules increases. However, these single-molecule signatures should survive when only a small number of molecules are probed. The problem of the single-molecule experiment now becomes the fact that the signal is very small. We will tackle this problem in our forthcoming paper with the aim of informing the design of experiment. Second, the phase matching condition for a moderate number of molecules\(^{34}\) is not clear. The single-molecule signal does not have a phase matched direction, while the bulk system has a well-defined...
one. The transition between these two regions also requires numerical investigation. Fluorescence detection\textsuperscript{35} may be necessary for experimental realization of the ideas described here.
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