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Abstract

We review recent advances in the characterization of electronic forms of energy transport in emerging semiconductors. The approaches described all temporally and spatially resolve the evolution of initially localized populations of photogenerated excitons or charge carriers. We first provide a comprehensive background for describing the physical origin and nature of electronic energy transport both microscopically and from the perspective of the observer. We introduce the new family of far-field, time-resolved optical microscopies developed to directly resolve not only the extent of this transport but also its potentially temporally and spatially dependent rate. We review a representation of examples from the recent literature, including investigation of energy flow in colloidal quantum dot solids, organic semiconductors, organic-inorganic metal halide perovskites, and 2D transition metal dichalcogenides. These examples illustrate how traditional parameters like diffusivity are applicable only within limited spatiotemporal ranges and how the techniques at the core of this review,
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1. INTRODUCTION

One of the most important properties of semiconductors is their ability to transport electronic energy. This energy can take different forms: typically, free charges or neutral excitons, the latter being bound electron-hole pairs. Many scientists would like to explain the relationship between the interatomic- or intermolecular-level structure of a material and its ability to transport energy. Why are some materials highly effective while others are not? How do the ways that a material’s basic building blocks configure themselves affect not only their strength or flexibility but also their electronic properties?

In some cases these questions can be answered through bulk band structure calculations and Hall effect (1–4), microwave conductivity (5–8), ultrafast optical or terahertz spectroscopy (9–14), cathodoluminescence (15, 16), or photoluminescence (PL) measurements (17–26). In many emergent electronic or optoelectronic semiconducting materials, such as those used to transduce light energy to electricity or vice versa, those bulk approaches do not accurately answer these questions because the materials are not homogeneous. A bulk continuum description may fail because of structural defects or other forms of disorder or because the material is not macroscopic in all spatial dimensions. The material, itself, may also be composed of multiple individual material components, where the interfaces between components dictate its electronic properties at least as much as transport within the components. At the other extreme, detailed measurements are made of energy flow in isolated components of a material, for example, proteins isolated from a photosynthetic membrane (27–30) or colloidal quantum dots (QDs) (31–33), yet these studies cannot on their own establish how the interconnections among components affect energy transport. A more complete description of how intermolecular or interparticle interactions and their variations determine the emergent energy transport properties of materials stands therefore to broadly impact both basic science and virtually all modern electronic and optoelectronic technologies.

Recently, photogenerated energy transport has begun to be characterized in ways that acknowledge the potential influence of structural inhomogeneities by optically observing the spatiotemporal evolution of photogenerated energy carriers in materials (34–41). This review focuses on the discoveries that have been made by employing such approaches and extrapolates to generalize what discoveries are in principle possible in the future as such approaches become more broadly employed. For example, exciton and charge transport have been spatially resolved to yield new insights in organic semiconductors (36, 42–46), composite QD solids (34, 47), hybrid organic-inorganic perovskites (36, 39, 48–52), 2D materials (40, 41, 53), and more traditional inorganic semiconductors (54). We and others have even discovered that new formalisms, beyond a standard diffusive picture, are required to describe transport (34, 37, 39). These discoveries have been made using innovations in time-resolved, or transient, photoluminescence (TRPL) (35, 44), transient absorption (TA) (38, 45), and transient scattering (TS) (36), each of which uses some form of optical imaging. Together, these innovations are beginning to change the way we view the fundamental process of energy transport and how it emerges from the microscopic properties of materials.

PL: photoluminescence
QD: quantum dot
TRPL: time-resolved, or transient, photoluminescence
TA: transient absorption
TS: transient scattering
2. SPATIOTEMPORAL MEASUREMENTS OF PHOTOGENERATED
ELECTRONIC ENERGY FLOW

Before describing how spatiotemporal characterization provides a more complete picture of energy flow in materials, we provide background on the microscopic physical underpinnings of electronic energy transport (Section 2.1), the three main optical spatiotemporal measurement techniques developed to resolve it (Section 2.2), and the formalism typically used to interpret data and relate it back to its microscopic origins (Section 2.3).

2.1. Energy Flow in Materials from a Microscopic Perspective

We begin by describing the fundamental nature of energy flow and how it arises from the physical and electronic properties of a material (55–57). In emerging semiconductors, in particular, which have more complex physical structures than traditional inorganic counterparts such as silicon, the microscopic interactions between individual building blocks (atoms, molecules, or nanocrystals and their ligands) critically affect the nature of energy transport through the way in which they determine the electronic structure of the material.

We first establish the vocabulary of photoinduced excitations in semiconductors. In all semiconductors, electronic states are typically categorized as being in either the valence (occupied) or conduction (unoccupied) bands, which are separated by an energy gap devoid of states. Photon absorption at energies greater than or equal to the size of this so-called band gap promotes an electron to the conduction band, leaving behind a so-called hole in the valence band—an effective, positively charged particle. As shown below, under some conditions, the photogenerated electron–hole pair remains bound; we refer to this neutral composite species as an exciton (58–60). Excitons can possess various characteristics—the electron and hole wave functions may strongly overlap or be offset from one another, as in a so-called charge-transfer state. Excitons can be stable over femtosecond to millisecond timescales, depending on the degree of attraction between the electron and hole. In some cases, excitons persist until the system relaxes back to the ground state (geminate recombination). Under other conditions, an exciton dissociates into an uncorrelated electron and hole, known as free charges, or charge carriers, which can then themselves relax to the ground state through so-called nongeminate recombination, where each carrier recombines with a newfound partner of opposite charge, or through nonradiative pathways. Exciton dissociation is mediated by temporal or spatial fluctuations or perturbations to the electron and hole wave functions that overcome their binding energy on timescales shorter than it takes for the system to return to its ground state. Both excitons and independent charge carriers can travel within the volume of a semiconductor over their lifetimes—a process especially important in optoelectronic energy transduction (e.g., photovoltaic or display technology), not only driven via electrical bias for charge injection or recombination but also when free of external driving forces. How does electronic energy transport occur upon photoexcitation, and what physical properties create the diversity of ways in which it occurs?

Multiple physical properties influence energy transport in semiconductors. Below, we organize these properties according to (a) their response to superposed electric fields, (b) the relative sizes of electronic and other interaction energies, (c) the different types of electronic interactions that mediate transport, and (d) the spatially dependent structural and energetic landscapes that emerge in semiconductors.

2.1.1. Screening and exciton binding energy. The dielectric constant, that is, the degree to which bound electrons can be polarized by an electric field, affects the nature of photoexcitations
The various properties of photoexcited species in semiconductors and the multiple scales of energy transport. The degree of dielectric screening of the electron-hole attraction dictates the exciton binding energy (scaling as the inverse square of dielectric constant). Localization of wave functions is determined by the relative strength of electronic coupling to the coupling strengths between the energy carriers and lattice vibrations and thermal fluctuations. Together, these two properties determine to what extent electrons and holes are metastably bound and the extent of their delocalization. Abbreviation: TMD, transition metal dichalcogenide.

in semiconductors because it determines how effectively these electrons can screen the fields of photogenerated species (55, 57) (Figure 1). In semiconductors with smaller dielectric constants, the weakly screened electron-hole attraction is sufficiently strong that their locations and motions are correlated. In other words, the electron-hole binding energy (∼0.5 eV) is high enough relative to the thermal energy (26 meV at room temperature) that the exciton is stable for an appreciable fraction of the excited system lifetime. This is typically the case in semiconductors made by packing small or polymeric π-conjugated organic molecules into a solid. By contrast, in high-dielectric-constant materials such as most inorganic semiconductors and in hybrid organic-inorganic metal halide perovskites, the electron-hole interaction is sufficiently screened that the photoinduced charge carriers scarcely interact with one another, and their transport is uncorrelated. An increasingly important exception to this trend is found in 2D semiconductors. Although in bulk (3D) transition metal dichalcogenides (TMDs), the high dielectric constant strongly screens electron-hole interactions, exfoliated 2D monolayers exhibit strong exciton binding energies comparable to those of organic semiconductors due to strong Coulombic attraction through the surrounding medium above and below the material plane.

2.1.2. Relative importance of electronic coupling. The strength of electronic coupling between the basic building blocks of the material, relative to its other energy scales (Figure 1), has important effects on the nature of photoexcitations in semiconductors. Electronic coupling is the
SELF-TRAPPING AND POLARONS

Polarons are important in many aspects of condensed matter physics that extend far beyond the topic of this review (169). Polaron is the so-called quasiparticle name given to a charge excitation in an ionic or polarizable solid material combined with the stabilizing deformation it induces in its surrounding lattice. It carries this deformation with it as it migrates, despite the additional associated drag. The electron-phonon coupling, that is, the lattice’s propensity to deform combined with the degree of Coulomb attraction and repulsion with different ions or polarizable species in the lattice, is responsible for the stabilizing, or so-called self-trapping, deformations. One might draw a loose analogy between this self-trapping and a favorable solvation of a charged solute in a polar or ionic solution, except that the strain induced by distortions in a bonded lattice cannot relax in the way that a liquid can. In addition to charge carriers, excitons form weaker polarons that still affect excited-state dynamics in organic materials (170). The spatial extent of polaronic distortions depends on the electron-phonon coupling. Whereas small polarons, which are known to limit carrier mobility in organic semiconductors, are confined within a unit cell and exhibit incoherent hopping, large polarons extend over larger scales and exhibit band-like transport. The existence of large polarons in metal halide perovskites is a burgeoning area of research because these polarons emerge from a unique combination of the ionic lattice, strong polarizability, and moderate deformability (171, 172).

2.1.3. Multiple microscopic mechanisms for energy transport.

Next, we describe the various electronic coupling mechanisms that enable photogenerated energy carriers to move by an individual increment and how these individual steps cascade to yield long-range energy transport. Energy carrier migration is most simply characterized along a spectrum whose opposite extremes are wave-like and incoherent. [More sophisticated treatments explicitly incorporate effects of structural fluctuations on time scales similar to those of an individual step (62–65).] In wave-like transport, also referred to as band-like or ballistic, an energy carrier translates in a series of individually coherent segments. Most of its time is spent in motion, although the transport is segmented by instantaneous scattering with defects, phonons, or other carriers. In inorganic semiconductors, the distances between scattering events far exceed a bond length. In contrast, an incoherent transport increment constitutes a virtually instantaneous hop between two comparatively close sites (66). The residence time of an energy carrier at a site is much longer and is governed by a probability distribution. The timescale for an incoherent charge carrier hop in most materials we focus on in this review depends on how long a charge must wait before thermal fluctuations fleetingly bring its energy into resonance with the energy at its destination, as
Incoherent hops of Frenkel excitons typically occur between one chromophore (a light-absorbing unit the size of an excitonic wave function) and the next. Incoherent hopping of excitons often occurs through Förster resonance energy transfer (FRET) (68), the coupling of two chromophores’ transition dipole moments. The Förster hopping rate is given by

$$k_{\text{Förster}} = \frac{1}{\tau} \left( \frac{R_0}{R} \right)^6,$$

where $\tau$ is the donor chromophore fluorescence lifetime; $R$ is the distance between chromophores; and $R_0$ is the separation at which the energy transfer has 50% of its maximum possible efficiency. $R_0$ consists of many factors, including $\sigma$, a measure of resonance between the donor site emission and acceptor site absorption transitions (spectral overlap), even though the transfer process involves no emission or reabsorption. The probability of a Förster hop scales as $1/R^6$, limiting the practical hopping distance to 1–10 nm. At shorter chromophore separations, excitons hop via Dexter energy transfer (69), the coordinated exchange of one valence for one conduction electron between the two participating sites, that is, a tunneling effect that requires wave function overlap. Its rate therefore scales exponentially with $R$,

$$k_{\text{Dexter}} \sim J \sigma e^{-R},$$

with prefactors that include both spectral ($\sigma$) and orbital ($J$) overlap. Excitonic Dexter transfer is categorized as incoherent hopping because tunneling only occurs during rare instances when thermal fluctuations create the required resonance and overlap, similar to incoherent charge carrier hopping. Whereas singlet Frenkel excitons travel through both Förster and Dexter mechanisms, triplet excitons, which interact extremely weakly with light, predominantly employ Dexter transfer and travel far more slowly. Finally, the character of energy transport can be intermediate between wave-like and incoherent (70–74) and can also alternate between the two, with wave-like transit interleaved by slower incoherent hopping when a semiconductor comprises interspersed structurally ordered and disordered domains (75).

### 2.1.4. The spatioenergetic landscape

We consider multiple examples of how the extent of both dynamic and static perturbations to the degree of structural order in a semiconductor can strongly impact energy transport. Local spatial variations in structure translate into local variations in the energies and wave functions of excitons and charge carriers. Along with dynamic factors such as vibrations and thermal fluctuations, these produce a nonuniform energy landscape that biases their largely entropically driven translation from one location to another. We also show how low points in a material’s energy landscape created by structural anomalies, impurities, or interfaces (grain boundaries or surfaces) can trap energy carriers, generating potentially tortuous transport.

### 2.2. Spatiotemporally Measuring Energy Flow

Multiple time-resolved microscopy-based approaches exist to spatiotemporally characterize energy flow. These all employ a local ultrafast (femto- to picosecond) laser pulse photoexcitation and subsequently image the spatial spreading of energy carriers (Figure 2) with fast time-resolution (femto- to nanoseconds). To do so, the photoexcitation/imaging sequence is repeated at each of multiple time delays until signal averaging produces a desired signal-to-noise ratio. The spot size
Figure 2

Similarities and differences among the three main approaches to spatiotemporally resolve energy migration. (a) Each is initiated by illuminating a small region of a semiconductor sample with an ultrashort, focused laser pulse to photogenerate energy carriers. (b) Each also produces a data sequence of spatial maps of the photoexcitation distribution expansion at a series of time delays. (c) The three approaches differ in the manner in which an individual image is collected: transient absorption approaches image with a rastering, coherent ultrafast probe light pulse; the time-resolved photoluminescence approaches described here measure arrival times of spontaneous emission at a rastering detector; and transient scattering approaches measure interference of elastically scattered light with a reflected reference beam in wide field. Note that microscope components such as the objective lenses, mirrors, and filters are not shown for each of the approaches to emphasize conceptual clarity.

of the photoexciting light pulse is generally limited to some fraction of the wavelength of visible light (hundreds of nanometers), but importantly, one can resolve changes in the spatial distribution of energy carriers (down to a few nanometers) from one time point to another. We distinguish three different types of detected signals, or forms of imaging contrast, that report the evolving footprint of transiting photoexcitations (Figure 2).
2.2.1. **Transient absorption.** Approaches based on TA directly measure the spatiotemporal population distribution of photoexcited species in a given state. A probe laser pulse resonant with a particular transition is rastered over a region of interest (ROI) centered on the excitation spot, which is created by a focused pump laser pulse (38, 42, 76). At each of a series of different pump-probe time delays, variations in the transmitted probe intensity due to minute amounts of stimulated emission or increased or decreased absorption, relative to the transmitted intensity obtained without first photoexciting the initial spot in the sample, are detected on a photomultiplier and correlated to the probe position on the sample. TA microscopy has the advantage of independently revealing the evolution of different excited state species, as long as the probe pulse wavelength resonantly addresses only one species’ transition at a time, even if the sample does not luminesce. One challenge of TA microscopy is that the signal is orders of magnitude weaker than the intensity of the probe pulse (and its intensity fluctuations) that is detected along with it. Therefore, changes in the energy carrier distribution width typically reported thus far are resolved no better than \( \sim 50 \text{-nm} \) precision. Another challenge is that, for many samples, a moderately high photoexcitation fluence is required, which can precipitate nonlinear effects such as exciton-exciton annihilation that need to be accounted for in a model, but TA microscopy is capable of time resolution as fine as the pulse durations used (tens to a few hundred femtoseconds), typically scanned over a range of a few nanoseconds.

2.2.2. **Transient photoluminescence.** Another class of approaches measures the spatiotemporal distribution of photoexcitations via spatially resolved TRPL (35, 41). Rather than rastering a probe pulse, an avalanche photodiode is rastered in a highly magnified (500×) image plane to collect a PL map over an ROI that contains the initial photoexcited spot (35). The luminescence that is detected is due to radiative recombination as excitations decay and return the system to the ground state, and images can be acquired at different times after photoexcitation, at different lateral positions, and in different spectral ranges. Correlating spectral information with the measured excited state lifetime, or radiative recombination rate, provides valuable detail on the kinetics of excitation population redistribution from the initially populated state into others at different energies. As in non-spatially-resolved TRPL, modeling can help to determine these kinetic parameters. TRPL-based microscopy is compatible only with luminescent materials. Yet, because it relies on detecting spontaneous emission—a background-free signal, as compared with the TA signal measured along with a probe laser pulse—it has the highest sensitivity and requires the lowest excitation fluences. Thus, TRPL-based microscopy can eliminate nonlinear effects and reduce the number of parameters in a model. That said, we note that TRPL microscopy results are more difficult to interpret in cases in which transport is dominated by free charge carriers—rather than excitons—because of the nonlinear dependence of the PL signal on the local density of electrons and holes.

2.2.3. **Transient scattering.** Approaches based on TS microscopy are largely intermediate between TA and TRPL microscopy. It measures spatiotemporal excitation distributions based on how photoexcited species alter the local dielectric constant (or index of refraction) of the material through elastic scattering of light (36). Because TS requires neither strongly absorbing nor strongly emissive samples, it is applicable to a wide range of materials and energy carriers (e.g., excitons, charge carriers, phonons), although it is not species-selective. Here, a time-delayed, wide-field probe light pulse, typically spectrally displaced from band edge transitions, illuminates an ROI that encompasses the local photoexcited spot, and the interference of probe light that scatters off of the locations containing energy carriers with probe light reflected off of the sample-substrate interface is captured on a camera image plane. The probe scheme, in
the absence of the initial photoexcitation, is known as interferometric scattering microscopy (77, 78), which is generally used to very sensitively observe sparse distributions of more slowly moving molecules or particles (79, 80). Here, it enables in situ correlation of energy flow with sample morphology provided by light scattering off of the sample microstructure. As with TA, TS images are obtained differentially, that is, by subtracting an interferometric scattering image of the sample without the pump excitation from the scattered image of the pumped sample. In its original diode laser implementation, TS time resolution is limited to ∼100 ps, but it can cover an arbitrarily long range of time delays. The time resolution is, however, limited only by the laser pulse durations, down to approximately 50 fs. This lower bound is required to maintain an appropriate coherence length for its interferometric aspect. Because all pixels of an image are acquired on the camera simultaneously without any rastering, this approach is quite fast and has few-nanometer measurement precision. Its interferometric, phase-sensitive nature (81) also enables detecting out-of-plane transport.

The light source durations, time delay ranges, and detection schemes in each of the above microscopies are in principle interchangeable, and we hope that this review might encourage such exploration. For example, the different spatially resolved detection schemes, probe rastering in TA versus detector rastering in TRPL versus wide-field detection in TS, could be interchanged. We also note that, through the use of scanning probe microscopies, each of these modalities could be performed with enhanced spatial resolution, and concomitant enhanced complexity, although these approaches are beyond the scope of this review (82–85). Before reviewing applications from the existing literature, we first describe how data are analyzed and interpreted.

2.3. Extracting Microscopic Meaning from Spatiotemporal Data

In this section, we present the mathematical relationships between experimentally measured quantities and the underlying microscopic processes that contribute to their measured values. We pay particular attention to two limiting cases of microscopic transport processes—band-like transport and incoherent hopping—and to the many assumptions commonly made during the analysis of spatiotemporal transport data.

2.3.1. Diffusivity and diffusion length. Here, we show how the two distinct mechanisms for individual energy transport increments reviewed in Section 2.1, band-like (or coherent) and incoherent hopping, relate to quantities measured via a long sequence of increments, typically represented by a random walk and appearing diffusive at sufficiently macroscopic length scales.

Recall that band-like transport (Figure 3a) is characterized by coherent ballistic motion of a delocalized energy carrier that is frequently interrupted by scattering events that change the carrier’s kinetic energy and momentum. This microscopic picture describes charge carrier diffusion in bulk inorganic semiconductors like silicon (86) and may describe the movement of excitons within coherently coupled aggregates of organic chromophores (65, 87, 88). The diffusivity (cm$^2$ s$^{-1}$) can be defined in terms of the carrier’s average velocity, $\bar{\nu}$, and mean free path, $\lambda_p$, between collisions,

$$D = \frac{1}{3} \bar{\nu} \lambda_p.$$  

The factor of one-third arises from the definition of the diffusivity along one spatial dimension, whereas the mean free path and average velocity are defined in three dimensions (i.e., $\bar{\nu} = \sqrt{\bar{v}_x^2 + \bar{v}_y^2 + \bar{v}_z^2}$). If the carrier has a lifetime $\tau$, then its diffusion length,

$$L_D = \sqrt{2D\tau} = \sqrt{\frac{2}{3} \bar{\nu} \lambda_p \tau},$$  
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4.
Figure 3

Diffusivity and quantitative analysis of spatiotemporal data. (a) Band-like transport processes. (b) Incoherent hopping transport processes. (c) Simulated diffusive broadening of a δ-function spatial distribution \( (D = 0.04 \text{ cm}^2 \text{s}^{-1}) \). (d) Simulated broadening of a finite-sized distribution photoexcited by a focused Gaussian beam with FWHM = 250 nm. (e) By plotting spatially resolved data as the change in the variance of the distribution, finite size effects are removed from the analysis and deviations from normal diffusive behavior can be revealed. Abbreviations: FWHM, full width at half maximum; MSD, mean squared displacement.

determines the characteristic root mean squared displacement of the energy carrier from its initial position at the end of its lifetime.

Separately, we saw that in incoherent hopping transport (Figure 3b), energy carriers spend most of their time localized on individual sites but make occasional instantaneous transitions via FRET or Dexter transfer to neighboring sites. For a simple cubic lattice of sites, the diffusivity in any direction is given by

\[
D = k_{ET}d^2,\tag{5}
\]

where \( k_{ET} \) is the transition probability per unit time \( (\text{s}^{-1}) \) to a neighboring lattice site (per pair of sites) and \( d \) is the center-to-center distance between lattice sites. The corresponding diffusion length is then

\[
L_{\text{hopping}} = \sqrt{2k_{ET}d^2\tau},\tag{6}
\]

For the case of charge carrier diffusion in semiconductors, the carrier diffusivity can be related to the carrier mobility, \( \mu \) \((\text{cm}^2 \text{V}^{-1} \text{s}^{-1})\), through the Einstein relation

\[
D = \frac{\mu k_b T}{e},\tag{7}
\]
where $k_0$ is Boltzmann’s constant, $T$ is the absolute temperature, and $q$ is the elemental charge. For context, a charge carrier mobility of $\mu = 10 \text{ cm}^2 \text{ V}^{-1} \text{ s}^{-1}$ corresponds to a room temperature diffusivity of $D = 0.2 \text{ cm}^2 \text{ s}^{-1}$. In high-quality silicon crystals, the charge carrier diffusivity can be as high as $30 \text{ cm}^2 \text{ s}^{-1}$ with charge carrier lifetimes as long as 1 ms, resulting in diffusion lengths approaching 1 mm (86). By contrast, in organic molecular semiconductors, the singlet exciton diffusion length is typically <10 nm due to a <10-ns exciton lifetime and $<10^{-4} \text{ cm}^2 \text{ s}^{-1}$ diffusivity (20). Consequently, spatiotemporal characterization of electronic energy transport in semiconductors requires experimental techniques with dynamic range spanning orders of magnitude in length and timescales.

2.3.2. What is actually measured? Spatiotemporal measurements of electronic energy migration—whose beginnings are rooted in transient grating experiments (9, 89) and coupling a streak camera to a microscope (90)—inherently measure the rate of energy transport (i.e., the diffusivity of the photoexcited carrier population). This is in contrast to steady-state patterned illumination for far-diffusing species (91–93) or more conventional approaches, such as interfacial quenching (18–26), which primarily report the spatial extent of migration over the course of the carrier lifetime (i.e., the diffusion length). While these quantities can be easily interrelated for normal diffusion processes, the advantage of a spatiotemporal approach is its ability to identify and characterize transport behavior that deviates from normal diffusion.

For a normal diffusive transport process, the probability density distribution $n$ along any dimension $x$ is given by

$$\frac{\partial n(x, t)}{\partial t} = D \frac{\partial^2 n(x, t)}{\partial x^2} - \frac{n(x, t)}{\tau},$$

where $D$ is the diffusivity in the $x$-direction and $\tau$ is the natural decay lifetime of the species. If the initial distribution of energy carriers at $t = 0$ was a $\delta$ function at $x = x_0$, then the distribution at any later time $t$ would be a Gaussian function with monotonically increasing width in time (Figure 3c),

$$n(x, t)\big|_{t=0} = G(x, t) = \exp(-t/\tau) \frac{1}{\sqrt{4\pi D t}} \exp\left[-\frac{(x - x_0)^2}{4Dt}\right].$$

In reality, the initially excited distribution $n(x, 0)$ is determined by the laser intensity profile focused on the sample. In this case, the probability distribution at any time $t$ is a convolution of the initial distribution with the time-dependent Gaussian function derived above (Figure 3d),

$$n(x, t) = n(x, 0) * G(x, t) = \exp(-t/\tau) \frac{1}{\sqrt{4\pi D t}} \int_{-\infty}^{+\infty} n(x, 0) \exp\left[-\frac{(x - x_0)^2}{4Dt}\right] dx.$$

Typically, we normalize the signal intensity profile at each time $t$ to neglect the exponential decay term and more easily identify the spatial broadening of the distribution. Assuming instantaneous photoexcitation by a focused Gaussian beam, the variance (square of the standard deviation) of the spatial distribution at any time $t$ is

$$\sigma^2(t) = \sigma_0^2 + 2Dt,$$

where $\sigma_0^2$ is the measured variance of the distribution at $t = 0$. The corresponding mean squared displacement (MSD) due to transport is given by

$$\text{MSD} = \langle x(t)^2 \rangle - \langle x(0)^2 \rangle = \sigma^2(t) - \sigma_0^2 = 2Dt.$$
Importantly, Equation 12 indicates that the initial size of the distribution does not matter as long as we can accurately resolve the temporal change in width of the distribution with sufficient precision (Figure 3e). The data manipulation in Equation 12 also eliminates effects of finite detector size, point spread function of the collection system, and non-Gaussian excitation profile, although these effects still impact the signal-to-noise ratio (34).

It is important to emphasize that direct comparison of Equations 11 and 12 to experimental data is appropriate only if the measured signal (for example, absorbance) is linearly proportional to the local density of the diffusing species (for example, the exciton population). If there are second- or third-order decay terms in Equation 8, then the signal intensity profile at each time t should not be normalized. Notable examples include exciton-exciton or exciton-polaron annihilation and the use of TRPL microscopy to visualize transport in materials in which excitons readily dissociate into free charge carriers. In these cases, the spatial width of the signal will broaden faster than predicted by Equations 11 and 12 due to density-dependent recombination, which is spatially nonuniform.

There is occasionally confusion among practitioners regarding the choice of the numerical constant (2, 4, or 6) in Equation 12 or in the calculation of the diffusion length, depending on whether transport proceeds in one, two, or three dimensions. This numerical constant depends only on how the variance of the spatial distribution is calculated and not on the sample dimensionality or how the data were collected. A factor of 4 is appropriate if the variance is calculated by integrating 2D displacement data in radial coordinates; a factor of 6 is appropriate if the variance is calculated by integrating 3D displacement data in spherical coordinates. In most cases, even when multidimensional data are collected, MSD data are plotted along a single Cartesian direction (Figure 3c–e) so that a factor of 2 is appropriate.

In all cases, a diffusion length is properly defined as the projection of the total 3D displacement of the exciton or charge carrier onto a single axis, \( L_D = \sqrt{D \tau} \), where \( \tau \) is the carrier lifetime. The factor of 2, however, is often dropped, resulting in a standard definition, \( L_D = \sqrt{D \tau} \).

Because the measurement techniques presented here are based on resolving absolute changes in the spatial emission/absorption/scattering profile over time, there is in principle no fundamental limit to the minimum diffusion length that can be resolved. In practice, aberrations in the optical system, mechanical drift over the course of the experiment, and sensitivity to the choice of fitting function make it difficult to resolve migration lengths shorter than \( \sim 10 \) nm. Additionally, the signal-to-noise ratio is limited by the natural lifetime of the chromophore under investigation; materials with slower natural decay rates necessitate longer waiting times between photoexcitation events, limiting the number of acquisitions per second.

2.3.3. Nondiffusive transport phenomena. When looked at rigorously, diffusivity is an equilibrium concept, yet energy carriers excited by short-duration laser pulses are often out of equilibrium during a spatiotemporal measurement. Indeed, the advantage of such techniques is their ability to identify and characterize transport behavior that deviates from normal diffusion. Equation 12 constitutes a general starting point for the analysis of such nondiffusive transport phenomena as well.

In contrast to diffusive transport, where the average displacement increases as the square root of time, \( \Delta x \sim t^{1/2} \) or \( \text{MSD} \sim t \), ballistic transport is characterized by a displacement increasing linearly with time, \( \Delta x \sim t \) or \( \text{MSD} \sim t^2 \). Transport processes in which the mean-squared-displacement grows sublinearly, \( \Delta x \sim t^{0.5} \) or \( \text{MSD} \sim t^{1.5} \), are often characterized as subdiffusive transport processes (Figure 3e), though they are more accurately described as nonequilibrium transport processes. Many emerging semiconductors, including molecular crystalline semiconductors, semiconducting polymers, and colloidal QD arrays, feature a significant amount of site-to-site...
energy disorder. In such systems, the growth of the MSD is observed to slow down over time as energy carriers migrate energetically downhill and subsequent hopping events become less likely. In such cases, it is the probability density function describing the energetic distribution of charge carriers or excitons that changes in time, rather than the intrinsic diffusivity of the material system. Formally, the diffusivity is a time-independent function of the occupied density of states; as charge carriers relax to form a thermalized Boltzmann distribution over the disordered site energy landscape, the constant, equilibrium diffusivity is ultimately reached. In contrast, true subdiffusive processes continue to slow down indefinitely.

3. APPLICATIONS OF SPATIOTEMPORAL CHARACTERIZATION OF ELECTRONIC ENERGY TRANSPORT

In this section, we review examples in the literature in which spatiotemporal measurement techniques were used to investigate electronic energy transport in emerging semiconductor materials. We begin with QD solids in Section 3.1, progress to the broad field of organic semiconductors in Section 3.2, discuss recent work in the rapidly growing field of organic-inorganic metal halide perovskites in Section 3.3, and close with 2D TMDs in Section 3.4. The list of experiments presented is not exhaustive, unfortunately omitting, for instance, an emerging emphasis on transport phenomena at heterostructure interfaces (94–97).

3.1. Exciton Transport in Colloidal Quantum Dot Solids

Colloidal QDs are semiconductor nanocrystals whose optical and electronic properties are derived in part from quantum confinement of charge carriers (31). QDs possess discrete electronic energy levels near the band edge—rather than the delocalized continuous energy bands typical of bulk inorganic semiconductors—that more closely resemble the excited states of atoms and molecules than crystalline solids. The semiconductor core is typically ~2–10 nm in diameter and may be coated with an epitaxial shell that electronically isolates the excited state within the core of the nanocrystal (98) (Figure 4a). Prepared as colloidal suspensions, QDs typically include a layer of surface-bound organic molecules. Prototypical systems include visible-emitting CdSe QDs and
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Figure 4

Nonequilibrium exciton transport in quantum dot (QD) solids. (a) Schematics of three different batches of CdSe/CdZnS core/shell QDs coated with surface ligands of different lengths and CdZnS shells of different thicknesses. (b) Corresponding mean squared displacement (MSD) versus time plots for the three samples, measured by time-resolved photoluminescence microscopy. The MSD grows sublinearly in time for all three samples. (c) Diffusivity of the exciton population versus time for each sample, extracted from the MSD versus time plots shown in panel b. Figure adapted from Reference 34 with permission; copyright 2014 American Chemical Society.
near-infrared-emitting PbS QDs, although there is increasing interest in lead halide perovskite QDs (99), such as CsPbBr$_3$, and heavy-metal-free compounds, such as InP.

Brightly emissive QDs have already been commercialized for use as luminescent downconverters in televisions and mobile device displays (100). However, their use in solar cells (101) and light-emitting devices (102) has lagged behind, in part because of a lack of control over charge and exciton transport in QD solids. Through colloidal self-assembly, beautifully ordered QD superlattices can be prepared that inspire visions of designer solids with precisely tuned functionality through the use of QDs as atom-like building blocks (103, 104).

3.1.1. Nonequilibrium transport in quantum dot arrays. Despite some controversy regarding the nature of charge transport in QD solids (98, 105), physical understanding of exciton transport in visible-emitting CdSe QD solids is firmly established (34, 106, 107). Despite surface-to-surface separation distances that are much shorter than the diameter of the semiconductor core, exciton transport in CdSe QD solids is well described by weak coupling of point dipoles located at the center of neighboring QDs, and the corresponding exciton hopping rates can be predicted by FRET. Consequently, exciton transport in CdSe QD solids can be thought of as a classical random walk wherein excitons undergo discrete hops from nanocrystal to nanocrystal. Because of their bright and stable luminescence and well-behaved decay dynamics, CdSe QDs were one of the first material systems whose exciton transport behavior was investigated using TRPL microscopy. Tisdale and coworkers (34) measured the transient spatial broadening of thin-film PL for three different QD films (Figure 4b). As expected, the MSD grew more slowly when neighboring QDs were spatially separated by longer surface ligands or thicker shells. Surprisingly, however, in all three samples the MSD grew sublinearly, revealing a decreasing diffusivity of the exciton population over time (Figure 4c). Using spectrally resolved TRPL in conjunction with kinetic Monte Carlo simulations, Tisdale, Willard, and coworkers (34, 108) showed that this behavior arises from energetic disorder within the QD solid. While these observations were initially characterized as subdiffusive transport, the behavior observed is more accurately described as nonequilibrium transport (109) (Section 2.3).

3.1.2. Beyond Förster hopping? An interesting remaining question is whether exciton transport in QD arrays can ever deviate from the simple FRET hopping picture. Weiss, Schatz, and coworkers (110) noted the breakdown of the point dipole approximation in PbS QD solids linked by mercaptoalkanoic acids when the inter-QD separation distance was less than a critical value. Huang and coworkers (47) measured an exciton diffusivity of 0.02 cm$^2$s$^{-1}$ in highly ordered and energetically homogeneous CdSe QD superlattices using TA microscopy. The value is an order of magnitude larger than that observed in the disordered QD solids measured by Tisdale and coworkers (34), but still in agreement with Förster theory. More recently, Roberts and coworkers (111) extracted exciton hopping times of only $\sim$200 fs in CdSe QDs capped with phenylthiocarbamate ligands using spectrally resolved TA. Phenylthiocarbamate ligands have previously been shown to form hybridized electronic states with the CdSe core, delocalizing the hole wave function outside the nanocrystal (112). It is difficult to reconcile such fast transport timescales within a Förster hopping picture, but these timescales could be explained by strong exchange coupling between neighboring QDs. QD arrays that are electronically coupled by inorganic linkers have achieved charge carrier mobilities of $>10$ cm$^2$V$^{-1}$s$^{-1}$, which corresponds to $\sim$1-ps charge hopping times (6). There is no reason, in principle, why Dexter or other exchange-mediated exciton hopping processes (113) could not outpace Förster hopping in electronically coupled QD arrays. At low temperature, partially coherent exciton transport may even be possible (109), but this may be difficult to prove using only the spatially resolved techniques presented here.
3.2. Exciton Transport in Organic Semiconducting Solids

Semiconducting materials composed of organic small molecules or polymers have been studied for the past several decades (57, 114, 115) and lend themselves to potential applications in flexible electronics through energy-efficient solution processing. Through synthetic control, limitless variety and tunability of molecular building blocks enable substantial tunability in electronic properties (116, 117). They assemble into a solid through van der Waals interactions, a much weaker attraction than bonding in inorganic semiconductors (57, 114, 118). Organic semiconductors span a large dynamic range in structural order, from perfect single crystals of small molecules like polyacenes to amorphous or glassy tangles of high-molecular-weight π-conjugated polymers (plastics). Their electronic structure and dynamics can be quite heterogeneous because they are locally determined by particular intermolecular packing configurations through the coupling of molecular transition dipole moments (119–122) or, more generally, of electronic transition density (123) at different sites. Because of their low dielectric constants, Frenkel excitons are the typical photogenerated energy carriers in organic semiconductors (Figure 1), and exciton transport generally involves incoherent hops. Due to the large number of molecular degrees of freedom, excitons localize on few molecules or moieties unless a particularly rigid structure is formed that can sustain delocalization and wave-like transport.

3.2.1. Exciton transport in molecular crystals. The very first high-resolution spatiotemporally resolved measurements of energy transport were performed in organic semiconducting films. Bulović and coworkers (35) resolved the expansion of a localized population of excitons in tetracene films (Figure 5a) as a function of space, time, and exciton transition energy, using the TRPL-based approach. The photophysics of tetracene solids involves singlet fission into pairs of lower-energy, optically dark triplet excitations (124–129) (Figure 5b; also see the sidebar titled Singlet Fission), followed by some amount of the reverse process of triplet fusion, whereupon delayed fluorescence can be emitted from a regenerated singlet excitation on a microsecond timescale (130). Exciton migration occurs both before and after each of the fission and fusion processes, although the mechanism for transport of singlets is Förster-mediated and that for triplets relies on slower, shorter-range Dexter transfer. A kinetic model including singlet-triplet interconversion and diffusion was used to interpret the delayed fluorescence intensity distribution dynamics in both crystalline and polycrystalline films. It revealed that triplet migration contributes most to the population expansion in tetracene and also showed a diffusive-to-subdiffusive transition due to exciton trapping outcompeting excitation transfer as the average exciton energy decreased in time (Figure 5c). This transition, however, occurred earlier in the more disordered films (0.35 versus 2 μs), establishing a clear correlation between film morphology, exciton trapping, and the exciton transport character.

This initial high-resolution study, partly facilitated by extremely long diffusion lengths ($L_D = 440$ nm) since triplet excitons scarcely couple to light, shows that exciton trapping at grain boundaries substantially limits transport. Microscopy based on TS recently resolved this impact of grain boundaries even more directly. Delor et al. (36) demonstrated that the expansion of an initial localized exciton distribution in polyocrystalline 6,13-bis(triisopropylsilylethynyl) (TIPS) pentacene depends intimately on the proximity to interfaces between crystal grains. The spatiotemporal expansion of exciton populations initially freely diffusing in a crystalline region abruptly changes its rate upon approaching an interface (Figure 5d). The mean squared expansion versus time mimics the piecewise behavior seen in Figure 5c and additionally pinpoints where in the polycrystalline morphology it is observed.

TA-based experiments have also been performed to study spatiotemporal exciton dynamics in small-molecule organic semiconducting films that exhibit singlet fission. An ultrafast probe pulse
Exciton transport in organic semiconductors. (a) Example structure of tetracene molecular crystal. (b) Two triplet (T) excitons are created from a single photon absorption event due to singlet (S) fission. Mean squared expansion of exciton distributions in (c) tetracene and (d) 6,13-bis(triisopropylsilylethynyl) (TIPS)-pentacene polycrystalline films deviates from diffusive transport due to encounters with grain boundaries. The inset in panel d color-codes for the three different trajectories plotted by indicating the spot near (red), within (orange), or at the apex (yellow) of a wedge-shaped (white) crystalline domain. (e) Comparison of exciton population mean squared expansion in three different molecular crystals using transient absorption microscopy. (f) The TRUSTED (time-resolved ultrafast stimulated emission depletion) pulse scheme allows measurement of short exciton migration lengths in conjugated polymer solids.

Panel c adapted from Reference 35 with permission. Panel d adapted from Reference 36 with permission. Panel e adapted from Reference 43 with permission. Panel f adapted from Reference 44 with permission.

**SINGLET FISSION**

Singlet fission could have an important impact in enhancing power conversion efficiencies of solar cells. Similar to multie exciton generation in nanocrystals, singlet fission involves the decomposition of a singlet exciton into two daughter triplet excitons, each with approximately the energy of the original singlet. Fissioning organic semiconductor films employed as sensitizing or active layers in solar cells offer the possibility to generate two quanta of energy (ideally, two electrons and two holes collected as a photocurrent) from absorption of a single photon (124). The reversibility of singlet fission can aid exciton transport by balancing faster singlet transfer with extended, dark triplet exciton lifetimes. Singlet fission is a rapidly growing research area not only because of its technological potential but also because its mechanism is challenging to describe theoretically and characterize directly with experiments (125–127, 173, 174). Approaches to elucidate the underpinnings of the phenomenon include engineering molecular crystals with controlled, variable packing motifs; generating isolated dimers of fissioning molecules that adopt controlled intermolecular configurations (175, 176); undertaking many ultrafast optical spectroscopy experiments (43, 128, 177–179); and developing substantial electronic structure calculation methodologies (129, 173, 174, 180). Near-perfect singlet fission efficiencies have been measured in some configurations, yet devices employing this enhancing approach have yet to be widely adopted.
that can be tuned to the distinct excited-state absorption transitions of singlet or triplet excitons enables selective probing of the instantaneous balance of their respective populations. In tetracene, TIPS-pentacene, and rubrene single crystals, Huang and coauthors (42, 43, 45) focused specifically on how interconversion between bright singlet and dark triplet excitons affects energy transport as a function of molecular packing and singlet fission energetics. For example, based on kinetic modeling, they conclude that tetracene crystals promote the longest exciton transport by combining moderate singlet and triplet diffusivities and a higher fission rate that generates the most substantial triplet population. Tetracene outperforms TIPS-pentacene, despite its higher singlet diffusivity, and rubrene, despite its higher triplet diffusivity. Although in each material, triplets travel three orders of magnitude more slowly than singlets ($\sim 10^{-3}$ versus $\sim 1 \text{ cm}^2 \text{s}^{-1}$), TA microscopy shows how multiple parameters must balance to optimize energy diffusivity in crystalline organic semiconductors.

An additional asset of TA-based microscopy is that it can spatiotemporally follow earlier-time dynamics, when coherent effects are important. Huang and coworkers (45, 46) have studied exciton migration on few-picosecond timescales in individual tubular porphyrin-based aggregate nanotubes where exciton delocalization may extend over tens of to several hundred molecules. Here, intermolecular coupling and static disorder have similar, few-hundred-wavenumber-sized strengths. Although TA trades off the number of measured time delays in favor of spatial resolution, the data suggest few-cm$^2$ s$^{-1}$ diffusive transport systematically slightly exceeding the upper bound on incoherent hopping. Technical advances to balance such data collection with spatial sensitivity should enable increasingly rigorous tests of electronic energy flow models.

3.2.2. Exciton transport in amorphous conjugated polymer solids. The development of TRUSTED (time-resolved ultrafast stimulated emission depletion), a superresolution fluorescence-based approach, has enabled more direct characterization of exciton migration in more disordered conjugated-polymer-based semiconductors whose commensurately short, $\lesssim 20$-nm exciton diffusion lengths have evaded the three main spatiotemporally resolved approaches discussed in this review (44). Sensitivity to detect short migration trajectories is achieved by defining excitation profiles with unusually sharp boundaries. Immediately following diffraction-limited preparation of an exciton population, Penwell et al. (37; see also 131) reduce it to a sub 100-nm-diameter population using an annular stimulated emission depletion light pulse (Figure 5f). The sharp circular population boundary obtained using nonlinear saturation of electronic quenching transitions as a function of patterned illumination intensity (37) [a strategy also explored by Grumstrup and coworkers (132, 133) with TA microscopy and King & Granick (134) with electroluminescence] drives radial diffusive expansion that is detected on pico- to nanosecond timescales using a second, time-delayed stimulated emission depletion pulse in combination with time-gated fluorescence detection (135). TRUSTED thus yielded $L_D = 16$ nm in amorphous poly[2,5-di(hexyloxy)cyanoterephthalylidene] with few-nanometer sensitivity. In combination with modeling, Penwell and coauthors (44) also discovered unexpectedly that exciton migration was diffusive despite substantial structural disorder, indicating that widely and rapidly fluctuating exciton transition energies at a given location can compensate for broad site-to-site energetic disorder to avoid the nonequilibrium behavior seen in QD solids.

3.3. Charge Carrier Transport in Organic-Inorganic Metal Halide Perovskites

While the previous two applications of spatiotemporal microscopy focused on exciton migration in low-dielectric semiconductors, we now turn to an example in which a higher dielectric constant yields charge carriers as the main species for photoinduced energy flow (Figure 1). To do so we
Figure 6

Spatiotemporal charge carrier migration resolved in MAPbI$_3$. (a) MAPbI$_3$ is pictured on multiple scales: at the scale of a single perovskite unit cell, a small volume of the perovskite crystal lattice, and a solution-cast polycrystalline film resolved in scanning electron microscopy. (b) Distribution of diffusivities obtained by measuring 25 different crystalline regions of interest with transient absorption (TA) microscopy. (c) Time-dependent effective diffusivity measured as hot carriers migrate, cool, and assume diffusive behavior with TA microscopy. (d) Mean squared expansion of charge carriers in different directions, all originating from the same spot, shows segmented dynamics, first alternating between free diffusion and hindered lateral motion before trapping sets in. (Inset) Side view of subsurface carrier trajectories upon grain boundary encounter. Panel a adapted from Reference 15 with permission; copyright 2015 American Chemical Society. Panel b adapted from Reference 50 with permission; copyright 2017 American Chemical Society. Panel c adapted from Reference 39 with permission from AAAS. Panel d adapted from Reference 36 with permission.

Focus on hybrid organic-inorganic lead halide perovskite semiconductors, primarily methylammonium lead iodide (MAPbI$_3$) (Figure 6a), whose solution-processed solar cells’ rapidly increasing power conversion efficiency has drawn much attention in recent years (136–139). Unfortunately, the many variations in perovskite material composition and processing and in the microscopies used to characterize them cannot all be included within the scope of this review (140, 141). Along with stability, a major challenge in developing these enigmatic materials into viable active layers in photovoltaic, light-emitting, and even lasing devices is the high variability in material properties—both across different films or preparations and among domains in a given polycrystalline film (15, 85, 142–146). Fundamental spatiotemporally resolved energy transport studies focusing on both the intrinsic semiconductor properties obtained within individual domains and the effect of polycrystalline film morphology on carrier transport are well suited to identify systematics to control the variability.
3.3.1. Intrinsic transport properties. Approaches based on TA employ various probe wavelength selection strategies to decouple spatiotemporal carrier distribution evolution from ultrafast processes seen in perovskite spectroscopy, such as band gap renormalization, band filling, and line broadening (147). Grumstrup and coworkers (50) determined the intrinsic carrier diffusivity within a total of 25 different crystalline domains of MAPbI$_3$. Their mean intradomain diffusivity of $\sim 1 \text{ cm}^2 \text{s}^{-1}$ that is observed over a range of carrier densities up to $4 \times 10^{19} \text{ cm}^{-3}$ is attributed to substantial dielectric screening in and electron-phonon coupling to the ionic lattice and corroborates more traditional bulk measurements of large-area single-crystal samples. The statistical characterization performed also establishes the variability in diffusivity, with values ranging between $\sim 0.7$ and $1.7 \text{ cm}^2 \text{s}^{-1}$ ($\text{Figure 6b}$). This same group has proceeded to investigate the physical origin of the measured diffusivities by combining TA-based measurements with ground- and excited-state reflectivity imaging (51). The two different types of imaging allow more unequivocal extraction of carrier scattering lifetime and effective mass.

3.3.2. Morphology affects transport. Beyond intrinsic properties, Huang and coworkers (48) have used TA microscopy on polycrystalline regions of MAPbI$_3$ films, for example, comparing TA maps of carrier migration in films with different grain sizes (52). They have also explored transport dynamics of carriers photoexcited well above the conduction band edge, suggesting quasiballistic expansion of distributions over several hundred nanometers within tens of picoseconds, prior to resumption of diffusive behavior (39) ($\text{Figure 6c}$). This effect could contribute to photovoltaic device efficiency.

TS-based dynamic imaging complements TA-based findings, demonstrating that a parameter like diffusivity in these highly heterogeneous materials does not fully capture the essential characteristics of carrier transport (36). Carriers locally alter a perovskite film’s dielectric function and corresponding TS imaging contrast. Delor et al. (36) show how higher grain boundary densities decrease average carrier diffusivity 10- to 20-fold and that diffusive expansion of photogenerated carrier distributions is substantially slowed at grain boundaries. More specifically, grain boundaries impede the in-plane diffusion to which all spatiotemporal imaging approaches are sensitive, but TS interferometric phase sensitivity reveals that carriers are channeled deeper into a grain until encountering lower-resistance interfacial areas through which they can emerge into a neighboring grain (15, 148). This behavior produces terracing in the carrier distribution expansion versus time measured along different lateral directions ($\text{Figure 6d}$). Furthermore, the minimal slope of these curves beyond several nanoseconds of evolution suggests that carriers localize at traps on timescales an order of magnitude shorter than carrier lifetimes. The implication of this finding is that extrapolating carrier migration lengths from a combination of carrier lifetimes and their initial (after only nanoseconds) diffusivity in cases when diffusive behavior does not persist could lead to a significant overestimation of migration lengths.

3.4. Exciton Transport in Two-Dimensional Transition Metal Dichalcogenides

In 2010, Heinz and coworkers (149) isolated atomically thin flakes of MoS$_2$, a layered TMD composed of 2D sheets held together by weak van der Waals interactions. Similar to graphene, TMD crystals can be exfoliated down to single layers whose physical properties differ from the bulk crystal. Unlike graphene, however, most single-layer TMDs are direct gap semiconductors exhibiting strongly bound excitonic states with resonances spanning the near infrared to visible regions of the spectrum. Following this discovery, a wide variety of semiconductor devices has been...
Figure 7
Exciton transport and annihilation in TMDs. (a) Dielectric confinement in monolayer TMDs leads to large exciton binding energies. (b) Exciton-exciton annihilation in areas of high photoexcitation density can cause the measured width of the spatial distribution to rapidly broaden if the excitation density is not carefully controlled. (c) High excitation densities can lead to halo effects in spatially resolved measurements, wherein the spatial distribution has apparent memory of its past excitation density. Abbreviations: PL, photoluminescence; TMDs, transition metal dichalcogenides. Panel a adapted from Reference 154 with permission; copyright 2014 American Physical Society. Panel b adapted with permission from Reference 53. Panel c adapted from Reference 41 with permission; copyright 2018 American Physical Society.

demonstrated, including field-effect transistors (150), light-emitting diodes (151), lasers (152), and polaritonic microcavities (153).

Bound excitonic states with in-plane oriented transition dipoles arise in part from strong dielectric confinement effects (154–156) (Figure 7a). Despite the generally large dielectric constant of a TMD monolayer, Coulombic interactions between electrons and holes are poorly screened out of plane. Resulting effects on electronic and excitonic properties include nonhydrogenic excitonic Rydberg series (154, 155), external-environment tuning of exciton and trion energies (157) and their multibody interactions (53), strong tunable interlayer coupling in TMD heterostructures (158), and prominent many-body effects (159), including strongly bound trions (156) and biexcitons (160).

3.4.1. Exciton diffusion and annihilation. Because monolayer TMDs simultaneously exhibit strongly bound excitonic states ($E_b \sim 320$ meV in monolayer WS$_2$) (154) and continuous conduction and valence bands, they represent an interesting intermediate case in which excitons exhibit both Wannier and Frenkel character. Huang and coworkers (40) recently used TA microscopy to spatially resolve exciton transport in WS$_2$. They measured the exciton diffusivity in exfoliated WS$_2$ monolayers to be 2.0 cm$^2$ s$^{-1}$, but only 0.1 cm$^2$ s$^{-1}$ in CVD-grown monolayers. Additionally, they observed that the exciton diffusivity monotonically increased with increasing flake thickness. These two observations led them to conclude that exciton transport in TMD monolayers is suppressed by defect scattering. A similar conclusion was reached by Tisdale, Javey, and coworkers (53), who used TRPL microscopy to spatially resolve exciton transport in acid-treated monolayers of exfoliated MoS$_2$. They measured exciton diffusivities as small as 0.06 cm$^2$ s$^{-1}$, which they attributed to long residence times in spatially localized dark exciton states associated with sulfur site vacancies that are passivated by the superacid conjugate base anion (53, 161).
In both studies, accurate measurement of the exciton diffusivity was made difficult by strong exciton-exciton annihilation effects, which lead to nonradiative recombination in areas of high excitation density (40, 53) (Figure 7b). In acid-treated MoS₂, signatures of exciton annihilation were observed at excitation densities as low as <10 excitons μm⁻² (53, 162). Exciton-exciton annihilation is particularly problematic for spatially resolved transient spectroscopy experiments because the exciton density varies as a function of spatial position. Interestingly, Tisdale, Javey, and coworkers (53) found that annihilation could be dramatically suppressed by transferring TMD monolayers to substrates with a larger dielectric constant.

In a closely related study, Chernikov and coworkers (41) used a streak camera to perform TRPL microscopy investigations of exciton transport and annihilation in SiO₂-supported and freestanding WS₂ monolayers. At low fluence they measured an exciton diffusivity of 0.3 cm² s⁻¹, but at higher fluence, they observed a halo effect, wherein the PL intensity at the center of the image was actually lower than at the edges of the image (Figure 7c). This behavior seems to indicate some memory of prior excitation events or past excitation density and may arise from temperature gradients or long-lived trapped charge carriers, which can act as nonradiative recombination centers through Auger processes.

3.4.2. The search for intrinsic behavior. Despite experimental successes, it is clear that defects dominate many experimental observations of exciton transport in TMDs (40, 41, 53, 163, 164). This assertion is supported by recent reports of dramatically narrower PL linewidths when TMDs are encapsulated in hexagonal boronitride, suggesting that excitonic states in previously studied materials are strongly inhomogeneously broadened (165, 166). Such high-quality materials may be required before more elusive intrinsic effects like anisotropic and valley-dependent transport can be observed (167, 168) (see the sidebar titled Valleytronics in Two-Dimensional Transition Metal Dichalcogenides).

4. OUTLOOK: THE PRESENT AND FUTURE OF SPATIOTEMPORALLY RESOLVED ENERGY FLOW

The high-resolution spatiotemporally resolved approaches discussed in this review are well suited to elucidate energy transport in emerging semiconductors, whose transport mechanisms’ spatiotemporal heterogeneities are not well characterized by conventional semiconductor measurements. By directly resolving the rate of energy flow as a function of space and time rather than more traditionally measuring the extent of travel over an energy carrier’s lifetime, these approaches reveal a rich set of deviations from normal diffusion and the mechanisms by which

VALLEYTRONICS IN TWO-DIMENSIONAL TRANSITION METAL DICHALCOGENIDES

Excitons and free charge carriers in noncentrosymmetric transition metal dichalcogenides (TMDs) possess an additional degree of freedom associated with the particular valley of the electronic band structure into which they were initially excited (181). Excitons are described using an additional valley index of +K or −K, and populations of a given index can be selectively excited using circularly polarized light (182–184). Manifestations of this unique behavior include the valley Hall effect (185, 186) and electrically driven generation of circularly polarized light using valley-polarized excitons (187). The emerging field of valleytronics seeks to manipulate and leverage valley index information analogous to the spin degree of freedom in spintronics (181). Interestingly, valley-dependent excitation is predicted to lead to anisotropic transport in some TMDs (167, 168).
structural features determine functional properties. In fact, the introduction of spatial information through these measurements is prompting the field to develop new vocabulary to describe electronic energy transport, especially in materials in which the more traditional parameter $L_D$ is comparable to scales of morphological heterogeneity. These techniques enable intrinsic semiconductor properties to be measured locally in both space and time, much in the way that single-molecule spectroscopy characterizes distributions in addition to mean parameter values. Moreover, this aspect has allowed traditional transport parameters like diffusivity, scattering time, or hopping rates to be obtained selectively in regions of space-time in which they are constant.

It is interesting to note that no one spatiotemporal approach is currently able to span the broad dynamic range in time delay and resolution required to achieve a holistic picture of energy transport dynamics. It is in fact only by assembling the results from all spatiotemporal approaches that we have captured a more complete picture that spans early-time, superdiffusive unthermalized behavior; moderate-time diffusive behavior within locally homogeneous volumes; and longer-time subdiffusive, or more correctly, nonequilibrium, dynamics due to spatioenergetic inhomogeneities. We have also established how different forms of dynamic microscopy have complementarities beyond temporal range and resolution, including excited species selectivity, detection sensitivity and speed, dimensionality, and direct readout versus reliance on modeling. No doubt, coordinating efforts in the future will allow the field to address progressively more challenging materials problems. Furthermore, additional synergistic, technical advances could enable us to better specify the structure-function relationships in emerging materials, be they in light source, imaging, or detector technology, or in advanced algorithms for data acquisition and analysis. In particular, methods to more directly correlate the functional imaging at the heart of this review with both in situ and ex situ structural maps possessing resolution on the scales of structural and dynamic heterogeneity will provide the ultimate tool to facilitate breakthroughs not only in fundamental science but also in the device technologies associated with emerging semiconductors.
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