Semiclassical theory of collisionally induced fine-structure transitions in fluorine atoms

Richard K. Preston, Chris Sloane, and William H. Miller

Department of Chemistry, and Inorganic Materials Research Division, Lawrence Berkeley Laboratory, University of California, Berkeley, California 94720

(Received 18 February 1974)

A calculation of fine-structure transitions in F atoms impinging on both Xe and H⁺ has been carried out using a novel semiclassical theory that was proposed recently by Miller and George. The theory has the advantage of being conceptually simple and applicable to a wide class of situations. For Xe+ F the cross section for the 2Pₓ/₂ - 2Pₜ/₂ excitation of F rises from its threshold (0.05 eV) to a value of -0.1 Å² at a collision energy of 0.5 eV. The cross section for H⁺ + F is much larger, reaching a value of -1 Å² at a collision energy of 0.25 eV, in reasonable agreement with recent quantum mechanical calculations.

I. INTRODUCTION

Fine-structure transitions can play an important role in inelastic atom-atom collisions at low energy, and there has been considerable theoretical effort expended in this phenomenon. In the last year, for example, two quantum mechanical studies have appeared which solve the coupled equations numerically with realistic molecular interactions; Mies investigated transitions in the F + H⁺ system while Reid studied the Na⁺ + He system. It has also been noted that fine-structure transitions can play a significant role in atom-diatom collisions, such as

F (2Pₓ/₂ or 2Pₜ/₂) + H₂ → FH + H

(1.1)

by determining the fraction of incident atoms that actually enter on the reactive potential energy surface.

This paper reports calculations of cross sections for the low energy processes

F (2Pₓ/₂) + Xe → F (2Pₓ/₂) + Xe

(1.2)

F (2Pₜ/₂) + H⁺ → F (2Pₜ/₂) + H⁺

(1.3)

utilizing the semiclassical model recently proposed by Miller and George. Fine-structure transitions present an interesting and challenging test for the semiclassical model, for here there is no obvious “avoided intersection” of the adiabatic potential curves. Nevertheless, the transition is localized and can be described as taking place at a “complex crossing point” of the adiabatic potentials.

This semiclassical treatment is, of course, not as accurate as a fully quantum mechanical coupled channel calculation which can be readily carried out for these atom-atom systems, but it has the advantage that it can be applied to more general collision systems, such as Eq. (1.1) above, while still incorporating the full classical mechanics of all the heavy particle degrees of freedom. (A fully quantum mechanical coupled channel treatment for an atom-diatom system is unrealistic because of the large number of rotational and vibrational states of the diatom.) To the extent that the semiclassical description of electronic transitions is accurate, therefore, there is the possibility of extending models such as Tully and Preston’s trajectory “surface-hopping model” to treat nonadiabatic transitions between potential energy surfaces that have no avoided intersection.

Section II first summarizes the semiclassical theory as it applies to atom-atom collisions, and the potential curves which are used are described in Sec. III. The results of the calculations are presented and discussed in Sec. IV and Sec. V, and Sec. VI summarizes the results and conclusions.

II. SUMMARY OF SEMICLASSICAL THEORY

For electronic transitions in low energy atom-atom collisions Miller and George’s treatment reduces essentially to Stuckelberg’s model. The principle emphasis of their work was to extend this, within a dynamically exact description of heavy particle dynamics, to more general, for example atom-diatom, collision systems. Thus if V₁ (r) and V₂ (r) are the adiabatic potential curves for electronic states 1 and 2, the 1 - 2 electronic transition takes place along the classical trajectory which changes potential curves at the complex crossing point rₙ, i.e., the root of

ΔV(r) = V₁(r) - V₂(r) = 0 ;

(2.1)

rₙ must be complex since adiabatic potential curves of the same symmetry do not cross. The probability amplitude for the transition is the exponential of the classical action along this trajectory,

eᵢϕ/h ;

(2.2)

since the trajectory is complex valued—because it must pass through (or around) the complex crossing point—the action ϕ is complex, so that the transition probability is

| eᵢϕ/h |² = exp(-2Imϕ/h).

(2.3)

This exponentially damped form for the nonadiabatic transition probability is reminiscent of a tunneling probability, and such transitions actually emerge in Miller and George’s theory as a “classically forbidden” process, a generalized kind of tunneling.

By taking account of conservation of angular momentum—the orbital angular momentum of relative translational motion—atom-atom collisions reduce to one dimensional dynamical systems. The classical trajectories of the system are thus given explicitly by quadrature: the action integral along a trajectory is a radial phase
integral,
\[ \Phi(l) = \int dr [2m(E - V_2(r)) - l^2/r^2]^{1/2} \tag{2.4} \]
where \( l \) (replaced by \( l + 1/2 \) in actual calculations) is the orbital angular momentum. If \( r_0 \), the real part of the complex crossing point
\[ r_0 = \text{Re}(r_s) \tag{2.5} \]
is classically accessible on both adiabatic potentials (including the centrifugal potential)—i.e., if
\[ V(r_0) + l^2/2m r_0^2 = E \tag{2.6} \]
i = 1, 2—then the radial trajectory actually passes the crossing region twice, once on the way in and once on the way out. Therefore the net amplitude, or S-matrix element, for the 1 → 2 transition is the sum of two terms similar to that in Eq. (2.2) (setting \( h = 1 \)):
\[ S_{21}(l) = |p_1(1-p_1)|^{1/2} \text{exp}[i\phi_{21}(l)] + |p_1(1-p_1)|^{1/2} \text{exp}[i\phi_{21}(l)] \tag{2.7} \]
where
\[ \phi_{21}(l) = \pi/4 - k_1 r - k_2 r + \int_{r_0}^{r_1} dr' k_1(r') \tag{2.8a} \]
\[ \phi_{21}(l) = -\pi/4 - k_1 r - k_2 r + \int_{r_0}^{r_2} dr' k_2(r') \tag{2.8b} \]
with
\[ k_1(r) = \left[2m(E - V_1(r)) - l^2/r^2\right]^{1/2} \tag{2.9} \]
\[ k_1 = k_1(\infty) \]
where \( r = \infty \) in Eq. (2.8); \( r_1 \) and \( r_2 \) are the classical turning points on \( V_1 \) and \( V_2 \), respectively. \( p_1 \) in Eq. (2.7) is of the form in Eq. (2.3),
\[ p_1 = \text{exp}[\Phi(l)] \tag{2.10} \]
and it is easy to show that the imaginary part of the action along the complex trajectory is
\[ \text{Im} \Phi(l) = \text{Im} \int_{r_0}^{r_1} dr [k_1(r) - k_2(r)] - \text{Im} \int_{r_0}^{r_2} dr \text{Re}[k_1(r) - k_2(r)] \tag{2.11} \]
[Note that \( -tdr \) is real and positive in Eq. (2.11).] The phases \( \phi_{21}(l) \) and \( \phi_{21}(l) \) in Eqs. (2.7) and (2.8) are the real parts of the action integrals along this complex trajectory. The probability factor associated with each term in Eq. (2.7) corresponds to the fact that each trajectory makes a nonadiabatic transition during one passage through the crossing region and does not do so during the other passage.

The cross section for the 1 → 2 transition is constructed from the S matrix in the usual fashion:
\[ \sigma_{21} = \frac{\pi}{k_1^2} \sum_{l=0}^{\infty} (2l+1) |S_{21}(l)|^2 \tag{2.12} \]
Because many \( l \)'s contribute to the partial wave sum for atom-atom collisions, it is convenient (and essentially no approximation) to replace the sum by an integral, whereby Eq. (2.12) becomes
\[ \sigma_{21} = \int_0^{\infty} d\theta 2\pi h P_{21}(\theta) \tag{2.13} \]
where
\[ h = 1/k_1 \]
\[ P_{21}(\theta) = |S_{21}(l)|^2 \tag{2.14} \]
From Eq. (2.7) one has
\[ P_{21}(\theta) = 4\theta_p(1 - \theta_p) \text{sin}^2(\theta/4 + \theta) \tag{2.15a} \]
\[ = 2\theta_p(1 - \theta_p)[1 + \text{sin}(2\tau)] \tag{2.15b} \]
with
\[ \tau = \int_{r_1}^{r_0} dr k_1(r) - \int_{r_2}^{r_0} dr k_2(r) \tag{2.16} \]
in many cases the interference term [the second term in Eq. (2.15b)] is quenched by the impact parameter integration, so that Eq. (2.15) effectively becomes the classical result
\[ P_{21}(\theta) = 2\theta_p(1 - \theta_p) \tag{2.17} \]
Equation (2.7) applies only if \( r_0 \) is classically accessible on both adiabatic potential curves (i.e., \( r_1, r_2 \lesssim r_0 \)) if it is classically accessible on neither \( r_1, r_2 \gtrsim r_0 \), then the transition must proceed by tunneling. In this case the transition involves only one complex trajectory, and the S-matrix element is thus given by
\[ S_{21}(l) = \text{exp}[\Phi(l)] \tag{2.18} \]
where
\[ \Phi(l) = -k_1 r - k_2 r + \int_{r_0}^{r_1} dr' k_1(r') + \int_{r_0}^{r_2} dr' k_2(r') \tag{2.19} \]
or
\[ \Phi(l) = -k_1 r - k_2 r + \int_{r_0}^{r_1} dr' k_1(r') + \int_{r_0}^{r_2} dr' k_2(r') \tag{2.20} \]
where \( r = \infty \), and where
\[ K_1(r) = \left[2m(V_1(r) - E) - l^2/r^2\right]^{1/2} \tag{2.21} \]
The transition probability is then given by
\[ P_{21}(l) = \text{exp}[2\text{Im} \Phi(l)] \tag{2.22} \]
and from Eq. (2.20) one finds
\[ \text{Im} \Phi(l) = \int_{r_0}^{r_1} dr K_1(r) - \int_{r_0}^{r_2} dr K_2(r) \tag{2.23} \]
For the intermediate situation that \( r_0 \) is classically accessible on the lower potential \( V_1 \) but inaccessible on the upper potential \( V_2 \)—i.e., \( r_1 < r_0 < r_2 \)—one needs a uniform semiclassical expression which interpolates between Eqs. (2.7)–(2.8) and Eqs. (2.18)–(2.22). This is not difficult, however, and is described in the Appendix.

At sufficiently high collision energy it is possible to simplify the above expressions. With regard to Eq. (2.11), for example, note that
\[ \begin{align*}
\langle j' m'\parallel H_{\text{SO}} \parallel j m \rangle &= \langle j' m'\parallel H_0 \parallel j m \rangle \\
&= -\Delta [\{j(j+1) - (1/2)\}]^{1/2} \delta_{j',j} \delta_{m',m} \\
&= -\Delta [\{j(j+1) - (1/2)\}]^{1/2} \delta_{j',j} \delta_{m',m} \tag{3.5}
\end{align*} \]

The total Hamiltonian is thus completely diagonal in \( m_j \) and is designated as

\[ H_{\text{SO}}^{(j')} \tag{3.6} \]

For \( m_j = 1/2 \), \( j \) and \( j' \) can only take on the value \( 1/2 \), so that the matrix is one dimensional. Thus

\[ H_{\text{SO}}^{(1/2,1/2)} = V_{\text{SO}} - (\Delta/3) \tag{3.7} \]

is one of the eigenvalues. For \( m_j = 1/2 \), \( j \) and \( j' \) can take on values \( 1/2 \) and \( 3/2 \), so \( H_{\text{SO}}^{(1/2,3/2)} \) is two dimensional with elements

\[ H_{\text{SO}}^{(1/2,3/2)} = \frac{1}{2} V_{\text{SO}} + \frac{1}{2} V_{\text{c}} - \frac{1}{2} \Delta \tag{3.8a} \]

\[ H_{\text{SO}}^{(3/2,3/2)} = \frac{3}{2} V_{\text{SO}} + \frac{3}{2} V_{\text{c}} - \frac{3}{2} \Delta \tag{3.8b} \]

\[ H_{\text{SO}}^{(1/2,3/2)} = H_{\text{SO}}^{(3/2,1/2)} = (\sqrt{2}/3) (V_{\text{SO}} - V_{\text{c}}) \tag{3.8c} \]

the eigenvalues of this 2 by 2 matrix are easily found to be

\[ V(r) = \frac{1}{2} (V_{\text{SO}} + V_{\text{c}}) + \frac{1}{2} \Delta \pm \frac{1}{2} \left[ (V_{\text{SO}} - V_{\text{c}})^2 + 3 \Delta (V_{\text{SO}} - V_{\text{c}}) + \Delta^2 \right]^{1/2} \tag{3.9} \]

Since

\[ \lim_{r \rightarrow 0} V_{\text{SO}}(r) = \lim_{r \rightarrow 0} V_{\text{c}}(r) = 0 \tag{3.10} \]

these two eigenvalues asymptotically become

\[ \frac{1}{2} \Delta \pm \frac{1}{2} \Delta = \frac{1}{2} \Delta, -\frac{1}{2} \Delta \tag{3.11} \]

the energy levels of \( P_{1/2} \) and \( P_{3/2} \) F atoms, respectively, referred to atom A and the “center of gravity” of the \( F(\vec{P}) \) manifold.

The \( 2_{3/2} \) - \( 2_{1/2} \) transition thus takes place within the \( m_j = 1/2 \) block of the Hamiltonian matrix. If \( V_\Sigma(r) \) and \( V_\Pi(r) \) denote the two adiabatic potential curves given by Eq. (3.9), then the complex crossing point is the root of

\[ \Delta V(r) = \left[ V_{\text{SO}}(r) - V_{\text{c}}(r) \right]^2 = \frac{1}{2} \Delta V_{\text{c}}(r) \tag{3.12} \]

which is also equivalent to

\[ v_{\text{c}}(r) - V_{\text{c}}(r) = \Delta \exp[i \cos^{-1}(\theta)] \tag{3.13} \]

If \( \Delta \) is fairly large, as it is in the present case, then the crossing point will occur at sufficiently small \( r \) for the \( \Sigma - \Pi \) splitting to be determined by electron exchange interactions. In such cases the splitting is often well approximated as a simple exponential function

\[ v_{\text{c}}(r) - V_{\text{c}}(r) = \lambda e^{\alpha r} \tag{3.14} \]

and with this form one sees that the roots of Eq. (3.13) are

\[ r_{\Sigma} = \lambda^{-1} \left[ \cos^{-1}(\cos^{-1}(r_{\Sigma})) \right] \tag{3.15} \]

With the \( \Sigma - \Pi \) splitting assumed to have the form in Eq. (3.14) it is possible to evaluate the imaginary part of the action interval explicitly within the high energy approximation:

\[ \int_{-1}^{1} dV_{\text{SO}} = (h/\pi)^{1/2} \int_{r_0}^{s} dV_{\text{SO}} \tag{3.16} \]
and with Eq. (3.14) and Eq. (3.15) this becomes

$$I m \Phi(t)/\hbar = (\Delta/\bar{E})\int_{0}^{e^{-2\hbar t}} d\lambda [e^{2\lambda t} + \tfrac{3}{2} e^{4\lambda t} + 1]^{1/2}$$

$$= (\Delta/\bar{E})/2\pi/3 \right) ,$$

(3.17)

so that the high energy approximation to the nonadiabatic transition probability is

$$p_{t} = \exp[-2I m \Phi(t)/\hbar]$$

$$= \exp[-(4\pi/3)(\Delta/\bar{E})] \right) ,$$

(3.18)

a result obtained by Nikitin. At energies so large that \(p_{t}\) is not small compared to 1, however, it is necessary to use a renormalized version which takes proper account of crossing points further from the real axis; this has been discussed by Nikitin, and for the present case is

$$p_{t} = \frac{\exp(-2I m \Phi) - \exp(-3I m \Phi)}{1 - \exp(-3I m \Phi)} .$$

(3.19)

In order to apply the semiclassical expressions summarized in Sec. II, either exactly or within the high energy approximation, it is necessary to analytically continue the adiabatic potential functions \(V_{d}(r)\) and \(V_{a}(r)\), first in order to find the complex root of Eq. (2.1) and then in order to evaluate the integrals in Eq. (2.11) or Eq. (2.26); only \(\Delta V(r)\) must be analytically continued in order to compute the approximate result [Eq. (2.26)], whereas both \(V_{d}(r)\) and \(V_{a}(r)\) are separately required in the more correct version, Eq. (2.11). It is often possible to fit the adiabatic potential functions to simple analytic forms, as was discussed above, and in such cases the analytic continuation of the adiabatic potential curves to complex \(r\) is trivial. Other simple parameterized models often used for \(\Delta V(r)\) are the Landau-Zener model and the Demkov model.

$$\Delta V(r) = [\Delta^{2} + 4\lambda^{2} e^{-\Delta r}]^{1/2} ,$$

(3.20)

and

$$\Delta V(r) = \left[ a^{2} + f^{2}(r - r_{0})^{2} \right]^{1/2} ,$$

(3.21)

where \(a, f, \Delta, A, \) and \(\lambda\) are constant.

In general, however, the analytic continuation of \(V_{d}(r)\) and \(V_{a}(r)\) is not so straightforward, particularly so if they are the numerical output of a Born-Oppenheimer eigenvalue calculation. In many cases one may be able to fit the potential curves calculated for real \(r\) to a simple functional form and then use this analytic fit to determine the potential also for complex \(r\). One would expect this to be reliable for complex values of \(r\) not too far from the real axis.

The most general way of analytically continuing the potential curves to complex values of \(r\) is to return to the electronic secular equation from which they come; i.e., the adiabatic potential curves \(V_{d}(r)\) are the roots of the secular equation

$$\det(H_{0}(r) - V(r)\delta_{ij}) = 0 .$$

(3.22)

FIG. 1. The difference of the \(^{1}\Pi\) and \(^{3}\Sigma\) potential curves of Xe-F as a function of internuclear distance. The points are those calculated by Laskow et al. (Ref. 10), and the curve is the exponential function \(A e^{-\lambda r}\), with \(\lambda = 1.65 \text{ a}_{0}^{-1}, A = 48.2 \text{ hartrees}\).
FIG. 4. The cross section for $\text{Xe} + \text{F}(^2P_{3/2}) \rightarrow \text{Xe} + \text{F}(^2P_{3/2})$ as a function of initial collision energy; the arrow indicates the threshold. The solid curve is the classical result which omits interference and tunneling, and the dashed curve the result of the complete semiclassical expressions.

$H_{ij}(r)$ is the $N \times N$ matrix of the electronic Hamiltonian in an $N$-dimensional electronic basis set which depends parametrically on the nuclear separation $r$; these matrix elements, being combinations of Coulomb and exchange integrals, are manifestly analytic functions of $r$ and can be directly evaluated for complex $r$. The secular determinant is a $N$th order polynomial in $V$, and the $N$ eigenvalues are the roots of this polynomial. For $N=2$, for example, one can find the two roots of the quadratic equation explicitly;

$$V(r) = \frac{1}{2} [H_{11}(r) + H_{22}(r)] \pm \sqrt{\left[\frac{1}{4} [H_{11}(r) - H_{22}(r)]^2 + H_{12}(r)^2\right]^{1/2}}.$$ (3.23)

For $N > 2$ it is not easy to write down the $N$ roots of Eq. (3.22) explicitly, but there are many operational procedures for finding them. The important point is that the eigenvalues $\{V_i(r)\}$ are an algebraic function of the electronic matrix elements $H_{ij}(r)$. One thus analytically continues $H_{ij}(r)$ to complex values of $r$ by inspection and obtains $\{V_i(r)\}$ by finding the roots of Eq. (3.22); if the appropriate “eigenvalue finder” is used, then the only changes that need be made in the computer program is simply to declare all quantities, $H_{ij}$ and $V$, to be the complex Fortran variables and proceed with the same algebraic manipulations as if one were finding real eigenvalues. George and Morokuma\textsuperscript{15} have carried out such calculations.

Another interesting point is that the $N$ different adiabatic potential curves $\{V_i(r)\}$ are actually the $N$ different branches, or Riemann sheets of the same analytic function. For $N=2$, for example, this is seen explicitly in Eq. (3.23), where the two eigenvalues result because of the double-valued character of the square root function. Similarly, there are three roots to a three by three secular equation because of the triple-valuedness of the cube root function, and in general the $N$ roots of the secular equation are a result of the $N$-fold multivaluedness of the $N$th root function. In truth, therefore, there is just one adiabatic potential energy function, but it happens to be multivalued; within the Stuckelberg model transitions between different adiabatic electronic states occur by complex-valued classical trajectories that go around branch points of the multivalued potential function and thus change from one Riemann sheet (i.e., electronic state) to another.

Another interesting feature of this semiclassical description of nonadiabatic transitions is that nowhere do Born–Oppenheimer coupling terms enter into the picture explicitly; the transition probability given by Eqs. (2.7)–(2.15), for example, involves only the adiabatic potential curves $V_i(r)$. This means that all information re-

\[ \text{FIG. 5. The reduced cross section of Eq. (4.6)–(4.7) which is obtained in the high energy approximation, as a function of the reduced velocity.} \]

\[ \text{FIG. 6. The cross section, in units of } \frac{\pi}{2} r_0^2 \text{, for } \text{Xe} + \text{F} \times (^2P_{3/2}) \rightarrow \text{Xe} + \text{F}(^2P_{3/2}) \text{ as a function of the reduced velocity. The solid curve is the "classical" version of the semiclassical result (i.e., the same as the solid curve in Fig. 4), and the dashed curve is the high energy approximation to it; i.e., the dashed curve is the function } f(x) \text{ of Eq. (4.6)–(4.7) with } x = (k/E)^{1/2}. \]
garding the nonadiabatic coupling terms which is required for the semiclassical model is contained implicitly in the analytic structure of the (multivalued) adiabatic potential function. This point will be illustrated more fully with the example discussed in Sec. IV.

IV. RESULTS FOR F + Xe

Figure 1 shows the difference of the $^2\Sigma$ and $^2\Pi$ states of Xe-F as calculated by Liskow, Schaefer, Bagus, and Liu.\(^{16}\) Over the range of interest the potential difference is fit well by a single exponential, i.e., by Eq. (3.14), where the “best fit” parameters are $A = 48.2$ hartrees, $\lambda = 1.65 \alpha_0^{-1}$. The complex crossing point is thus given by Eq. (3.15), which with these values of the parameters is

$$r_p = [6.15 \pm (1.16)] \alpha_0.$$  \hspace{1cm} (4.1)

Figure 2 shows the impact parameter dependence of the transition probability computed from the “exact” version of the semiclassical expressions [Eqs. (2.7)–(2.16)] at a typical “high” collision energy (1.0 eV); the inset shows more detail of the large impact parameter region where the transition takes place by tunneling [Eqs. (2.18)–(2.23)]. The dashed line shows the “classical” result [Eq. (2.17)] obtained by discarding the interference term in Eq. (2.15b). It is clear from the figure that the tunneling contribution is negligible at this energy and that there are enough oscillations in the transition probability for the impact parameter integration to quench the interference term. It is also clear, however, that interference effects (Stuckelberg oscillations) should be quite prominent in the inelastic differential cross section. Figure 3 shows a similar plot for a “low” collision energy (0.1 eV), and one sees that the omission of interference is less justifiable here. Impact parameter averages cover a multitude of sins, however, and even here the cross section obtained from the “classical” probability function in Fig. 3 is in error by only 20%; by 0.2 eV the error drops to 10%. Again, the classical version of the theory, i.e., the neglect of interference, would be much less satisfactory for the differential cross section.

Figure 4 shows the cross section for the $^2P_{3/2} - ^2P_{1/2}$ excitation of F atom as a function of relative collision energy. [The cross sections shown in this paper include a sum and average over the $m_J$ components of the electron angular momentum of the F atom; since only the $m_J = \pm \frac{1}{2}$ components give rise the transition, a factor of $\frac{1}{2}$ must be supplied to the cross section formulas of Sec. II when considering the excitation process. This factor of $\frac{1}{2}$ is included in all displayed cross sections.] The dashed curve is the result of the “exact” version of the theory, and the solid curve the classical version which omits interference. One sees that only a slight oscillatory structure survives the impact parameter average, and it would probably be unobservable under realistic experimental conditions.

Although there are other effects which must be taken into account at high (nonthermal) collision energies—primarily the coriolis interaction—it is of practical interest to see at what energy the simpler high energy approximation to the semiclassical expressions becomes valid. Utilizing the renormalized $\eta$, given by Eq. (3.19) and taking $\vec{v}$ as the free particle velocity [Eq. (2.27)], the cross section is given by (including the statistical factor of $\frac{1}{2}$)

$$\sigma_{1/2} \approx \frac{1}{2} \left[ \int_0^\infty dh(2\pi \hbar)^2 (e^{\beta_2 h} - e^{-\beta_2 h})(1 - e^{\beta_2 h})(1 - e^{\beta_2 h}) \right]$$

$$\xi = \frac{2 \pi \Delta}{3 \hbar \lambda} \left( 1 - \frac{\beta^2 \lambda}{2} \right)^{1/2}.$$  \hspace{1cm} (4.2)

FIG. 7. The nonadiabatic coupling matrix element for Xe+ F, defined by Eqs. (4.16)–(4.12), as a function of internuclear distance.

FIG. 6. The difference of $^1\Pi$ and $^2\Sigma$ potential curves of H$^+$-F$^2P$ as a function of internuclear distance. The points are the calculation of Wahl et al. (Ref. 18), and the solid curve the Gaussian fit of Eq. (5.1).
where the interference term and the tunneling contribution have been discarded. A suitable change of integration variables cast this into a more useful form:

$$
\varphi_{1/2} = \frac{1}{2} \pi \varphi_{1/2}^{(2)} (E/E_0)^{1/2},
$$

(4.4)

where

$$
E_0 = \frac{1}{2} \mu (\pi \Delta/k\lambda)^2,
$$

(4.5)

and \(\varphi(x)\) is the dimensionless function (a reduced cross section) of the dimensionless variable \(x\) (a reduced velocity):

$$
\varphi(x) = \int_{x/\lambda}^{\infty} d\gamma 4\pi \gamma^2 \left( e^{\gamma^2/\lambda} - e^{-\gamma^2/\lambda} \right) (1 - e^{-\gamma^2/\lambda}) (1 - e^{-\gamma^2/\lambda})^{-2}.
$$

(4.6)

One can show that

$$
\varphi(x) = 1 - \frac{3}{4} x^2, \quad x \to \infty
$$

$$
\sim 4 \pi \lambda^{-1} \exp(-4/3x), \quad x \to 0.
$$

(4.7)

Figure 5 shows this function \(\varphi(x)\). For the present case of Xe-F the characteristic cross section has the value

$$
\frac{1}{2} \pi \lambda^2 = \frac{1}{2} \pi \lambda^2 = 26.4 \mu_0^2 = 7.4 \mu_0^2
$$

(4.8)

and the characteristic energy \(E_0\) of Eq. (4.5) is

$$
E_0 = 5.06 \text{ eV}.
$$

(4.9)

Figure 6 shows the reduced cross section \(\varphi(x)\) in more detail in the low energy region, compared to the "classical" results of Fig. 4 (divided by \(\frac{1}{2} \pi \lambda^2\)). Above 0.5 eV collision energy one sees that the high energy approximation is essentially exact, but below 0.5 eV it is important to take account of the full dynamics correctly.

In order to gain some insight into the nature of the semiclassical description of nonadiabatic transitions it is interesting to look explicitly at the nonadiabatic coupling which would be required if the coupled channel Schrödinger equation were to be solved in the adiabatic representation. Apart from constants the interaction which couples adiabatic states 1 and 2 is

$$
\int dq \Psi_1(q; r) \bar{q} \Psi_2(q; r)/\beta r^2,
$$

(4.10)

where \(q\) denotes all electronic coordinates; \(\Psi_1\) and \(\Psi_2\) are adiabatic electronic wavefunctions. If one ignores nonadiabatic effects in the \(3\Sigma^+\) and \(3\Pi\) electronic states themselves, then \(\Psi_1\) and \(\Psi_2\) are of the form

$$
\Psi_1(q; r) = \chi_1(q) + \chi_2(q),
$$

(4.11)

where \(\chi_1\) and \(\chi_2\) are the \(3\Sigma^+\) and \(3\Pi\) electronic states; the \(r\) dependent coefficient matrix is the unitary matrix which diagonalizes the two by two Hamiltonian matrix of Eq. (3.8). It is then a simple matter to show that

$$
\int dq \Psi_1(q; r) \bar{q} \Psi_2(q; r) = \frac{\Delta H(r)H_{12}(r) - H_{12}(r)H_{11}(r)}{\Delta H(r)^2 + 4H_{12}(r)^2},
$$

(4.12)

where

$$
\Delta H(r) = H_{12}(r) - H_{11}(r).
$$

This quantity is shown in Fig. 7; it takes on its maximum precisely at \(r_0\), the real part of the complex crossing point, and this is the quantum mechanical manifestation of the fact that nonadiabatic transitions are localized in the region about \(r_0\). Even though coupling terms such as these are not needed for the semiclassical theory, the analytic structure of the adiabatic potential function—which is needed—effectively has this information contained in it.

V. RESULTS FOR \(H^+ + H^+\)

While the work on \(H^+ + F\) was in progress Mies' paper on \(H^+ + F\) appeared and thus provided the possibility of a direct comparison of the semiclassical model with a quantum mechanical coupled-channel calculation. Such comparisons for atom–atom collision systems will be important for establishing the validity of the semiclassical model since this will not be possible in the case of atom–diatom collisions.

We at first attempted to use Mies' analytic fits to the \(5\Sigma^+\) and \(5\Pi^+\) states of \(HF\) and find the roots of Eq. (3.12). This was not possible, however, for these analytic fits were too structured—similar to high order Lagrangian interpolation—so that their analytic continuation into the complex plane was unstable. If the \(\Sigma\)–\(\Pi\) difference itself is plotted on a semilog scale (as shown in Fig. 8), however, one sees a rather simple functional form. Over the significant range of internuclear distance the logarithm of the difference is fit well by a quadratic, implying a Gaussian fit to the \(\Sigma\)–\(\Pi\) splitting:

$$
v_{\Sigma}(r) - v_{\Pi}(r) = A e^{(r-\sigma)^2},
$$

(5.1)

where the parameters are \(A = 0.4676\) hartrees, \(\lambda = 1.001\) \(\mu_0\), \(\gamma = 0.03814\) \(\mu_0\). Since the \(\Sigma\) potential curve lies below the \(\Sigma\) curve in this case, Eq. (3.13) for the complex crossing point is replaced by

$$
v_{\Sigma}(r) - v_{\Pi}(r) = \Delta \exp[\pm i \cos^{-1}(\frac{1}{2})],
$$

(5.2)

and with the functional form in Eq. (5.1) one finds the root of Eq. (5.2) to be

$$
r_0 = (\lambda/2 \gamma)^{1/2} (1 - (1 - (4\gamma/\lambda)^2) \delta/\omega)^{1/2},
$$

where

FIG. 9. The cross section for \(H^+ + F^+(P_{1/2})\) as a function of initial collision energy, the arrow indicates the threshold for the transition. The points are the quantum mechanical values of Mies (Ref. 4).
with the above parameters this gives
\[ r_s = [7.25 \pm 0.75] a_0. \]

Figure 9 shows the cross section for
\[ F(3P_{3/2}) + H^+ \rightarrow F(3P_{1/2}) + H^+ \]  \hspace{1cm} (5.3)

as a function of the relative collision energy; the individual points are the values of Mies' quantum mechanical calculations, \(^4\) and although not spectacular, the agreement is seen to be reasonable. Because of the strong attractive potential wells in both the \( \Sigma \) and \( \Pi \) states of \( H^-F \), the present semiclassical model—which ignores the coulomb interaction—is not expected to be as applicable here as it is for \( F \) plus closed-shell neutral atoms and molecules for which the interaction is predominantly repulsive.

VI. CONCLUDING REMARKS

The semiclassical model for nonadiabatic electronic transitions provides an interesting and simple picture of such processes: the transition takes place along a classical trajectory which passes through a complex crossing point of the adiabatic potential curves. The particularly interesting aspect of the examples presented in this paper is that the adiabatic potential curves have no "avoided intersection" for real \( r_1 \) so that it might have been thought that no such semiclassical treatment was possible. As has been seen, however, complex crossing points exist even for these cases, and the semiclassical theory seems to provide a good description of the nonadiabatic process.

For the \( Xe^-F \) example the cross section is small at thermal energy, reaching only \( \sim 0.1 \) \( \text{Å}^2 \) at a collision energy of 0.5 eV. If the cross section for \( F + H_2 \) \(^6\) were of a similar magnitude, then for thermal energy collisions the best zeroth order approximation would be to assume that no nonadiabatic transitions occur. In the thermal energy regime below 0.5 eV it is important to include the full heavy particle dynamics of the crossing encounter, although the high energy approximation is accurate above 0.5 eV.

For \( H^-F \) the cross section is much larger, which is perhaps expected on account of the charged species. This example also shows some of the practical difficulties that can arise when applying the semiclassical theory, namely the necessity of analytically continuing the adiabatic potential curves into the complex plane. If the potential curves have a simple shape, as for \( Xe^-F \), then it should be possible to fit them to simple functional forms and extrapolate these analytic fits to complex \( r \); if the required fit is too structured, however, this approach may not be possible. The most general solution to this problem is to calculate the potential curves directly in the complex plane, as George and Morokuma \(^7\) have done, but this of course adds to the overall complexity of the calculation. Whether this kind of practical difficulty proves to be common or rare will not be known until more examples have been studied.

In conclusion, the semiclassical model for nonadiabatic electronic transitions appears to be a useful technique for describing these processes, particularly so at thermal energy where it is important to incorporate the full heavy particle dynamics. Since all dynamics is treated classically, only the superposition principle of quantum mechanics being included, it is possible to use the model in conjunction with numerically computed classical trajectories for more complex systems, e.g., atom-diatom collisions, and we anticipate future work in this direction.

APPENDIX: A UNIFORM APPROXIMATION FOR WEAK TRANSITIONS

Referring to Fig. 10, Eqs. (2.7)–(2.8) and Eqs. (2.18)–(2.19) are the semiclassical approximation to the \( S \) matrix for \( E \gg E_2 \) and \( E < E_1 \), respectively. Since the effective potentials sketched in Fig. 10 increase with increasing impact parameter, \( E_1 \) and \( E_2 \) do also, so that one would like to have an expression which is valid uniformly for \( E > E_2 \), \( E_1 < E < E_2 \), and \( E < E_1 \). Here we show how such an expression can be constructed for the near-adiabatic limit \( \langle S_{0,1} \rangle^2 \sim 1 \) which is usually the situation at low energy. Rather than being a uniform asymptotic approximation in the rigorous sense of the word—which we cannot prove—the result has more the status of a useful interpolation formula.

By making use of the known asymptotic expressions for the Airy function \(^9\) namely
\[ Ai(-z) \sim z^{-\frac{1}{2}} \exp[-\frac{1}{3}z^{3/2}] \sin\left(\frac{\sqrt{2}}{4} z^{3/2}\right) \]  \hspace{1cm} (A1)
\[ Ai(\bar{z}) \sim \frac{1}{\sqrt{\pi}} z^{\frac{1}{4}} \exp(\frac{-\sqrt{3}}{2} z^{3/2}) \]  \hspace{1cm} (A2)

for \( z \), \( \bar{z} \) real and \( > 1 \)—one can easily show that Eq. (2.7) and (2.18) are equivalent (in the near-adiabatic limit) to

\[ \frac{S_{0,1}}{S_{1,0}} = \exp[-ik_1 r - ik_2 r + i \int_{r_0}^{r_1} dr' k_1(r') + i \int_{r_0}^{r_1} dr' k_2(r')] + \int_{r_0}^{r_1} dr' k_1(r') + i \int_{r_0}^{r_1} dr' k_2(r')] \]  \hspace{1cm} (A3a)
\[ z = i \left( \frac{1}{2} \left[ \int_{r_0}^{r_1} dr k_1(r) - \int_{r_0}^{r_1} dr k_2(r) \right] \right)^{2/3} \]  \hspace{1cm} (A3b)
for \( E > E_2 \), and

\[
S_{n,1} = \exp \left[ -i k_{\gamma} r - i k_{\gamma} r + i \int_{r_1}^{r_2} dr' k_1(r') + i \int_{r_2}^{r_1} dr' k_2(r') - \int_{r_0}^{r_1} dr' K_1(r') \right] 2e^{i/2} z^{1/3} Ai(z) \tag{A4a}
\]

\[
z = \left[ \frac{3}{2} \right] \cdot \frac{1}{2} \int_{r_0}^{r_1} dr K_2(r) - \int_{r_0}^{r_1} dr K_1(r) \right]^{1/3}, \tag{A4b}
\]

for \( E < E_1 \), respectively. Equations (A3) and (A4) are so similar that at first glance one might think that they are the desired uniform expression as they stand. For this to be the case it would be necessary for Eq. (A4) to result from Eq. (A3), for example, as \( E \) is decreased continuously from above \( E_2 \) to below \( E_1 \); i.e., Eq. (A3) and (A4) should be the analytic continuation of each other. If for \( E < E_0 \) one chooses

\[ k_n(r) = i K_n(r), \]

then the correct exponential factor is obtained for Eq. (A4), and for \( E < E_1 \), the variable \( z \) of Eq. (A3b) becomes

\[ z = \frac{z}{z^{1/3}}, \]

where \( \frac{z}{z} \) is given by Eq. (A4b). The \( \frac{3}{2} \) root function is triple-valued—

\[ i^{3/2} = e^{i/3}, \quad e^{i/3}, \quad \text{or} -1 \]

—and to obtain the correct result for Eq. (A4a) it is clear that one must choose the branch \( i^{3/2} = -1 \). The problem, however, is that as \( E \) is decreased continuously from above \( E_2 \) to below \( E_1 \), a continuous variation of

\[
S_{n,1} = \exp \left[ -i k_{\gamma} r - i k_{\gamma} r + i \int_{r_1}^{r_2} dr' k_1(r') + i \int_{r_2}^{r_1} dr' k_2(r') + i \int_{r_0}^{r_1} dr' k_1(r') - i \int_{r_0}^{r_1} dr' k_2(r') \right] \times 2e^{i/2} (z_{1,2})^{1/3} \left[ e^{-i/3} Ai(z_{1,2} e^{-i/3}) + e^{i/3} Ai(z_{2,2} e^{i/3}) \right], \tag{A6}
\]

which is clearly necessary to have a uniformly valid expression—leads to the branch \( i^{3/2} = e^{i/3} \) or \( e^{i/3}, \) not the desired branch \( i^{3/2} = -1 \). Analytic continuation of Eq. (A3) to values of \( E \) below \( E_1 \), therefore, does not lead to the correct result, Eq. (A4), and is thus not the desired uniform expression.

To remedy the situation one invokes the identity

\[ Ai(-z) = e^{-i/3} Ai(e^{i/3} z) + e^{i/3} Ai(e^{-i/3} z), \tag{A5}\]

for the Airy function in Eq. (A3a). Now as \( E \) is decreased to values below \( E_1 \) one chooses \( z \) to be

\[ z = \frac{z}{z^{1/3}} \]

for the first term in Eq. (A5), and

\[ z = \frac{z}{z^{1/3}} \]

for the second term in Eq. (A5). Since

\[ e^{-i/3} + e^{i/3} = 1, \]

the rhs of Eq. (A5) becomes \( Ai(z) \), so that Eq. (A4a) is obtained.

To summarize, the desired uniform expression is
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