Complex-valued classical trajectories for three-dimensional collisions of H and H₂
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Complex-valued classical trajectories for three-dimensional reactive collisions of H⁺H₂ have been calculated at collision energies below the classical threshold for reaction, and from such trajectories classical S-matrix elements for the 0→1 rotational transition have been constructed. Comparison with available quantum mechanical results for the same system are encouraging and suggest that this semiclassical theory is capable of accurately describing reactive tunneling in a physically realistic model of a chemical reaction. Ways of simplifying the practical aspects of applying classical S-matrix theory to three-dimensional reactive systems are also described.

I. INTRODUCTION

The utility of classical trajectory methods for studying the dynamics of chemical reactions is well established. Recent work has shown how classical mechanics (i.e., numerically computed trajectories) can also be used semiclassically by incorporating the quantum principle of superposition, and it has been seen in a number of examples that this “classical S-matrix” theory is an accurate description of the quantum effects in molecular collisions.

A most important recent development has been the ability to analytically continue classical dynamics in such a way as to be able to describe processes which do not take place via ordinary classical mechanics. A common example of such “classically forbidden” processes is reactive tunneling in chemical reactions (e.g., A+BC→AB+C) for which an activation barrier exists. In such cases it is well known that the threshold or tunneling region dominates the rate of the reaction at low and moderate temperatures, particularly so if the transferred atom is hydrogen. The ability of these semiclassical, complex-valued classical trajectory methods to describe reactive tunneling is thus an important step forward.

Another reason for our concentration on classically forbidden processes is that under most conditions one expects the interference effects predicted by the semiclassical theory for classically allowed transitions to be largely quenched by the averages that are present for a realistic collision system in three-dimensional space. Note that even the perfect A+BC experiment—selection of n, j, and m quantum numbers initially and finally—still involves an average over one variable, the total angular momentum,

\[ \sigma_{n3/2,m3/2,n1j1m1} = \left( \pi/k^2 \right) \sum_j (2J+1) | S_{n3/2,m3/2,n1j1m1}(J) |^2. \]

A much more realistic experimental, which is still quite ambitious, would omit selection of the m components of the rotational state, and this involves sums over three variables,

\[ \sigma_{n3/2,n1j1} = \left( \pi/k^2 \right) \left( 2J+1 \right) \times \sum_{j,m} (2J+1) | S_{n3/2,n1j1m}(J) |^2. \]

When interference effects present in classically allowed transitions are quenched, however, it has been argued and demonstrated that strictly classical trajectory methods (e.g., Monte Carlo averaging) are quite adequate. These strictly classical methods cannot give a meaningful description of classically forbidden processes, however, so it is this case for which classical S-matrix theory makes a unique and important contribution.

An earlier paper has reported the results of a classical S-matrix calculation for the H⁺H₂ reaction on the Porter–Karpplus potential surface within a collinear model. Comparison of these results with accurate quantum mechanical calculations in the tunneling region indicated the semiclassical theory to be an accurate description of reaction tunneling for this collinear system.

This paper reports the results of analytically continued classical S-matrix theory applied to the three-dimensional H⁺H₂ reaction on the Porter–Karpplus surface. This paper may thus be viewed as a synthesis of the complex-valued classical trajectory procedures developed in Ref. 2(g) for dealing with the reactive collinear A+BC system and those developed in Ref. 2(h) for dealing with the nonreactive A+BC system in three dimensions.

Section II first summarizes the general theory briefly and discusses some of the practical aspects of the calculation that arise for the reactive A+BC system in three dimensions. The results of the calculation are presented in Sec. III and compared with available quantum mechanical work on the same potential surface; the agreement is seen to be quite encouraging. Section IV concludes by discussing ways of simplifying the semiclassical calculation and thus making it more
practical for general applicability. Some of the more subtle theoretical features that arise in the analytic continuation of classical mechanics for reactive systems are discussed in Appendix A, and Appendix B summarizes the cross section formulas that pertain to the A+BC collision when some, or all, of the atoms are identical.

II. GENERAL THEORY AND ASPECTS OF THE CALCULATION

The general expressions for the classical limit of \( S \)-matrix elements for a specific quantum transition of the three-dimensional reactive A+BC collision system have been given previously.\(^2\) Thus, if \( n^a, j^a, l^a \) are the initial vibrational, rotational, and orbital angular momentum quantum numbers of arrangement \( a \) (A+BC), and \( n^b, j^b, l^b \) are the analogous quantities for final arrangement \( c \) (AB+C), then the classical \( S \)-matrix element for the transition is

\[
S_{n^a j^a l^a n^b j^b l^b}(J, E) = \sum D^{-1/2} \exp\left[i \phi(n^a j^a l^a, n^b j^b l^b)\right],
\]

where \( D \) is proportional to the determinant of the three-dimensional Jacobian

\[
D = (2 \pi)^{3/2} \frac{\partial (n^a j^a l^a)}{\partial (n^b j^b l^b)};
\]

\( J \) and \( E \) are the total angular momentum and total energy, and units are used such that \( \hbar = 1 \).

The summation in Eq. (3) is over all those classical trajectories for which the quantum numbers (i.e., the action variables of the pair of action-angle variables for each internal degree of freedom) are \( n^a, j^a, l^a \) initially and \( n^b, j^b, l^b \) finally; i.e., for the fixed initial integer values \( n^a, j^a, l^a \) one must find the initial values of the conjugate angle variables \( q^a, p^a, q^b, p^b \) for which the final quantum numbers come out to be the desired final integer values. Stated another way, one must solve the following three nonlinear equations simultaneously,

\[
\begin{align*}
n^b(q^a, p^a, q^b, p^b) &= n^a, \\
j^b(q^a, p^a, q^b, p^b) &= j^a, \\
l^b(q^a, p^a, q^b, p^b) &= l^a,
\end{align*}
\]

which the lhs of Eq. (5) denotes the final quantum numbers (not necessarily integral) that result from the classical trajectory with the indicated initial conditions, and the rhs of Eq. (5) is specific integers. The determinant in Eq. (4) is the determinant of the matrix of partial derivatives of the lhs of Eq. (5) evaluated at the values of \( q^a, p^a, q^b, p^b \) that satisfy Eq. (5). The summation in Eq. (3) is thus a sum over the various sets of triples \( (q^a, p^a, q^b, p^b) \) that satisfy Eq. (5).

The \( n^a, j^a, l^a \) \( \rightarrow \) \( n^b, j^b, l^b \) transition is said to be classically forbidden if there are no real values of the angle variables that satisfy Eq. (5). Even in this case, however, there will be complex roots, and along such complex-valued trajectories the action integral \( \phi \) is complex, leading to the exponential damping factor \( \exp(-\text{Im} \phi / \hbar) \) in Eq. (3) that is characteristic of classically forbidden or tunneling processes.

The quantum number functions in Eq. (5) are evaluated for complex \( (q^a, p^a, q^b, p^b) \) by actually numerically integrating the classical equations of motion with the indicated complex initial conditions. The precise manner of specifying the complex initial conditions is the same as has been described in detail before\(^2\) for the nonreactive A+BC collision in three dimensions; briefly, one specifies the initial values \( n^a, j^a, l^a, q^a, p^a, q^b, p^b, \) and \( J \) and \( E \) (which are conserved), transforms these initial values into initial values for the Cartesian coordinates of the A+BC system in its center of mass, carries out the numerical integration of the complex-valued trajectory in Cartesian coordinates, and at the end of the trajectory transforms the final values of the complex Cartesian coordinates into final values of the action-angle variables for the final arrangement. For the present application it was found that 15 bohr was a sufficiently large distance to begin and terminate the trajectories.

For a given set of complex initial conditions the classical trajectory is "made" to react by the same procedure that was used before\(^2\) for the collinear H+H\(_2\) calculation, i.e., by the choice of the complex time path. Thus with the numerical integration begun in the manner discussed above (i.e., just as for the nonreactive 3 D case\(^2\)) the time increments are chosen real and positive until the time that the turning point in the relative A+BC motion is reached; from this point the complex time path is chosen to force atoms A and B together. The time increments are then chosen predominantly real and positive until AB and C have separated sufficiently far. As has been pointed out before\(^2\) the classical \( S \) matrix is invariant to the particular choice of the complex time path (but see Appendix A for a caution regarding this point), so there is no loss of generality in our choosing the time path in this manner.

The calculation of the action integral \( \phi \) is simplified, as before for the nonreactive 3D case,\(^2\) by beginning and ending the numerical integration at a time when the diatomic molecule is at an inner radial turning point of its motion. The precise expression for the action integral for the reactive A+BC system in three dimensions is then a simple extension of the expression for the nonreactive case\(^2\)

\[
\phi(n^a j^a l^a, n^b j^b l^b) = \frac{1}{2} \left( l^a + l^b \right) - \left[ J q^a + l^a q^b + J q^b + l^b q^a + 3 R s + \frac{1}{2} \left( \frac{j^a q^b - j^b q^a}{J} \right) \right] + \left[ J q^a + l^a q^b + J q^b + l^b q^a + 3 R s \right] + \frac{1}{2} \left( \frac{j^a q^b - j^b q^a}{J} \right) + \int_t^t dt 2 T,
\]

\( (6) \)
where $T$ is the total kinetic energy expressed in the Cartesian variables of either arrangement.

The most difficult aspect of applying the above expressions for the classically forbidden reactive case is in finding the complex roots of Eq. (5). Unlike the nonreactive case there is no simple way to obtain an initial guess for the root by carrying out a preliminary sweep of the angle variables through their classically allowed (i.e., real) domains, i.e., since the reactive transition is classically forbidden at the collision energy of interest, all real trajectories are nonreactive and thus provide no information as to what complex values of the angle variables are most likely to lead to reactive trajectories with the correct final integer values of the quantum numbers.

To find the correct roots, therefore, we resorted to a general search procedure designed to minimize a function of many variables. Defining

$$f(q_{n1}, q_{n2}, q_{t1}, q_{t2}) = |n\epsilon(q_{n1}, q_{n2}, q_{t1}, q_{t2}) - n\epsilon|^2 + \left|j\epsilon(q_{n1}, q_{n2}, q_{t1}, q_{t2}) - j\epsilon|^2 + \left|k\epsilon(q_{n1}, q_{n2}, q_{t1}, q_{t2}) - k\epsilon|^2, \right. \tag{7}$$

this search routine was applied to the function $f$, the values of $q_{n1}, q_{n2}, q_{t1}, q_{t2}$ for which $f$ takes on its minimum value of zero being a root of Eq. (5). This search routine has the advantage of being extremely general (i.e., successive iterations almost always move toward a root no matter what the initial guess), but it is extremely slowly convergent. Thus it was found to be most efficient to use this minimization routine to begin the search for a root of Eq. (5), but when it was deemed that one was sufficiently close to a root a switch was made to a multidimensional Newton iteration procedure that then converged to the root quite rapidly.

At best, however, this way of finding the roots of Eq. (5) is awkward and would be difficult to automate and apply on a large scale. It was feasible, however, to carry out a limited number of calculations in order to get a reasonable comparison of the semiclassical theory with quantum mechanical calculations. The possibility of simplifying these practical difficulties of the semiclassical calculation through use of the "partial averaging" trick described before for nonreactive $A+BC$ collisions in three dimensions is discussed in Sec. IV.

III. RESULTS

In order to observe a purely reactive process in $H+H_2$ collisions one must consider a change in the parity of the rotational quantum number of $H_2$. Thus we have considered the transition $(n_1, j_1) = (0, 0)$ to $(n_2, j_2) = (0, 1)$, which is also the transition studied in most detail quantum mechanically by Wolken and Karplus.

In carrying out the semiclassical calculation the three $H$ atoms are, of course, distinguishable, and we have calculated the $S$-matrix element for reaction with one of the $H$ atoms in $H_2$, i.e., $H_2+H_2H_C \rightarrow H_2H_B+H_C$.

The correctly symmetrized reaction probability is given by multiplying the distinguishable probability by 3,

$$P_{sym} = 3 |S|^2; \tag{8}$$

the factor is 3, not 2 as one would naively guess. Appendix B summarizes the cross-section formulas for the $A+BC$ collision system that pertain to various combinations of identical atoms.

For the transitions discussed in this section we found four roots to Eq. (5), i.e., four different complex-valued trajectories that satisfied the appropriate double-ended boundary conditions. Although we are reasonably confident that these are all the trajectories that contribute significantly, it is difficult to be absolutely certain because the angle variables for the different roots do not fall in any simple pattern as they do for the nonreactive case.\textsuperscript{1d,2h} These four roots of Eq. (5) were found simply by starting the root-search procedure described above with a number of different initial values to see how many different trajectories it could find which satisfied these boundary conditions. Once such a trajectory was found it was possible to "follow" it as one continuously changed the total energy $E$ and/or total angular momentum $J$. In no case did we see evidence of more than these four roots.

The first series of calculations investigated the energy dependence of the reaction probability for total angular momentum $J = 0$. Since the classical threshold for reaction on the Porter-Karplus surface is \sim 0.25 eV collision energy, i.e., there are no ordinary (real-valued) classical trajectories below this energy that react—we are primarily interested in the energy region just below
was carried out to learn about the dependence on $J$ for a fixed collision energy. Because of the difficulty of the calculations, however, this was done for only one of the four roots to Eq. (5); since the $J$ dependence of all four roots was similar, this is not a serious shortcoming for the purpose of drawing qualitative conclusions.

Figure 2 shows the $J$ dependence of the reaction probability (resulting from one of the complex trajectories at each $J$) for a collision energy of 0.20 eV, the solid line being the sum of the two branches $l_k = J + 1$ and $J - 1$. Figure 3 shows the center-of-mass scattering angle that results from this trajectory as a function of $J$, again for the two branches $\Delta l = +1, -1$.

From these quantities in Figs. 2 and 3 it is possible to construct a semiclassical approximation to the angular distribution of the reactive scattering. This is given by

$$\sigma(\theta) = \sigma_+(\theta) + \sigma_-(\theta),$$

the $\pm$ referring to $\Delta l = \pm 1$, where

$$\sigma_{\pm}(\theta) = (J_{\pm} + \frac{1}{2})[k^2 \sin^2(\theta^\prime(J_{\pm})| \frac{1}{2}p_{\pm}(J_{\pm}),$$

where $P_{\pm}(J)$ and $\Theta_{\pm}(J)$ are the two branches of the reaction probability and classical deflection function shown in Figs. 2 and 3, respectively, and where $J_{\pm}$ is determined by the classical relation

$$\Theta_{\pm}(J) = \theta.$$

Figure 4 shows this angular distribution. Since only one of the four reactive trajectories was used to construct it, absolute values of the differential cross section are not meaningful (a rough approximation to the absolute values can be obtained by multiplying by $\sim 5$), but the relative angular distribution should be.

Although the experimental results of Geddes, Krause,
and Fiteouler to a different isotopic combination, \( \text{D} + \text{H}_2 \rightarrow \text{DH} + \text{H} \), it is interesting to note that their center-of-mass differential cross-section agrees extremely well with Fig. 4, both falling to zero at about 120°.

IV. CONCLUDING REMARKS

Classical \( S \)-matrix elements for the 0→1 rotational transition in three-dimensional \( \text{H} + \text{H}_2 \) reactive collisions have been calculated in the energy region below the classical threshold. Comparison with available quantum mechanical calculations is encouraging, suggesting that reactive tunneling in a physically realistic system can be accurately described within the framework of this semiclassical theory.

The practical aspects of applying the theory to reactive systems in three dimensions are difficult, however, and one seeks alternative procedures that would make the theory of more general applicability. The most promising avenue for such simplifications is the “partial averaging” trick that has been described earlier for the nonreactive \( \text{A} + \text{BC} \) collision system in three dimensions and which is currently giving excellent results for this case.\(^\text{12}\)

To summarize the approach briefly, one assumes that there are at least a few final values \( j^e_z \) and \( l^e_z \) that have comparable probability so that these degrees of freedom can be treated in a “unquantized” manner, i.e., so that a sum over them can be replaced by an integral. Specifically, one averages the square modulus of the classical \( S \)-matrix element of Eq. (3) over a quantum number width about \( j^e_z \) and \( l^e_z \) (hence the term “partial averaging”),

\[
| S_{n^a_z n^a_t; j^e_z, l^e_z; n^a_t, j^e_t, l^e_t} |_{\text{averaged}}^2 = \int_{j^e_z-1/2}^{j^e_z+1/2} \int_{l^e_z-1/2}^{l^e_z+1/2} \sum_{j^e_t, l^e_t} | S_{n^a_z n^a_t; j^e_z, j^e_t, l^e_t} |^2.
\]  

(12)

The integrals over \( j^e_z \) and \( l^e_z \) are then converted into ones over the conjugate initial variables, \( q_{i_z}^a \) and \( q_{i_t}^a \), and the Jacobian resulting from this change of integration variables combines with that in Eq. (4) to give

\[
| S_{n^a_z n^a_t; j^e_z, l^e_z; n^a_t, j^e_t, l^e_t} |_{\text{averaged}}^2 = \int dq_{i_z}^a \int dq_{i_t}^a \exp(-2 \text{Im} \phi),
\]  

(13)

where interference terms in the integrand of Eq. (13) have been discarded, i.e., it is assumed that they are quenched by the averaging procedure. The integrals over \( q_{i_z}^a \) and \( q_{i_t}^a \) are over those values for which \( j^e_z \) and \( l^e_z \) come out in the interval \( (j^e_z - \frac{1}{2}, j^e_z + \frac{1}{2}) \) and \( (l^e_z - \frac{1}{2}, l^e_z + \frac{1}{2}) \); the most practical way of carrying this out would be to sweep \( q_{i_z}^a \) and \( q_{i_t}^a \) through their entire domains for which reactive trajectories can be obtained and place the numerical value of the integrand of Eq. (13) in the appropriate “box” labeled by the closest integer values of \( j^e_z \) and \( l^e_z \).

In practice, of course, one is actually not interested in individual \( S \)-matrix elements but in cross sections, and usually cross sections that involve an average and sum over some of the quantum number labels of the collision partners; cf. Eq. (2) of the Introduction. The total reactive cross section from a given \( n^a_z, j^e_z \) state of \( \text{BC} \) to a final \( n^a_t \) state of \( \text{AB} \), summed over final rotational states, and summed and averaged over \( m \) components of molecular rotation, for example, is given in the “partial averaging” framework by

\[
\sigma_{n^a_z n^a_t; j^e_z, l^e_z}^{m=0}(E_i) = \frac{\pi}{k^2(2j^e_z+1)} \int dJ(2J+1) \int dq_{i_z}^a(2\pi)^{-1} \times \int dq_{i_t}^a(2\pi)^{-1} \int dq_{i_z}^a(2\pi)^{-1} \int dq_{i_t}^a(2\pi)^{-1} \exp(-2 \text{Im} \phi),
\]

(14)

where \( P_{n^a_z n^a_t} \), the integrand of Eq. (14), is essentially a one-dimensional-like reaction probability for the specific initial and final states \( n^a_z \) and \( n^a_t \),

\[
P_{n^a_z n^a_t} = (2\pi | \partial n^a_z / \partial q_{i_z}^a |)^{-1} \exp(-2 \text{Im} \phi).
\]

(15)

Thus for the fixed initial values \( j^e_z, l^e_z, q_{i_z}^a, q_{i_t}^a, J, \) and
$E$, one must solve only the one nonlinear equation,

$$n_0^e(q^0, a) = n_0^e,$$  \hspace{1cm} (16)

and from this one-dimensional trajectory relation one constructs the one-dimensional-like reaction probability in Eq. (15) and averages it (via Monte Carlo sampling, say) over the initial conditions as in Eq. (14).

The primary feature of this partial averaging approach is that one quantizes only that (or those) degree of freedom that is highly quantumlike, vibration in this case. (It is clear that one cannot also "partially average" the vibrational degree of freedom, for there is only one vibrational state energetically accessible.) The other internal degrees of freedom, which have a number of final quantum numbers comparably populated, are not quantized in the final asymptotic region. The important practical advantage of this is that one must deal with double-ended boundary conditions for only that (or those) degree of freedom that is quantized; the unquantized degrees of freedom enter only through a phase space average over their initial conditions [as in Eq. (14)].

Many of the most difficult aspects of applying classical $S$-matrix theory to three-dimensional reactive systems are thus eliminated through use of the partial averaging trick. Work is under way to implement it in further studies of this and other reactive systems.

**APPENDIX A: BRANCH POINT STRUCTURE IN THE ANALYTIC CONTINUATION OF CLASSICAL MECHANICS FOR CLASSICALLY FORBIDDEN REARRANGEMENT PROCESSES**

One of the most elementary notions concerning classical mechanics is its determinism: If the coordinates and momenta are specified at time $t_1$ then their values at time $t_2$ are uniquely determined, i.e., they are a single-valued function of $t_2$. Moreover, they are functions only of $t_2 - t_1$ if the Hamiltonian contains no explicit time dependence (as is assumed).

In ordinary classical mechanics the coordinates and momenta, and the time, are all real-valued quantities, but in dealing with semiclassical approximations to quantum mechanics it is necessary to analytically continue $q(t)$ and $p(t)$ in the complex variable $t$. \hspace{1cm} (14) For systems with more than one degree of freedom it is in general not possible to know explicit analytic expressions for $q(t)$ and $p(t)$, so analytic continuation must be numerical. In this and earlier papers\textsuperscript{14,15} it has been shown that this analytic continuation of $q(t)$ and $p(t)$ in complex time can be achieved simply by integrating the equations of motion step-by-step in complex time in a manner\textsuperscript{16} quite similar to the numerical integration of ordinary real-valued trajectories. It is interesting to note, in fact, that numerical integration of the equations of motion is precisely the "textbook"\textsuperscript{16} procedure of analytic continuation: Knowing $q(t)$, $p(t)$, and (approximations for) a number of their derivatives at complex time $t_i$ the numerical integration procedure effectively expands $q(t)$ and $p(t)$ in a power series about $t_i$ and extrapolates these expansions to complex time $t_{i+1}$ and here re-expands in a power series about $t_{i+1}$ and extrapolates to complex time $t_{i+2}$, etc. Thus numerical integration of the equations of motion along any curve C in the complex $t$ plane generates the analytic continuation of the coordinates and momenta in complex time.

Analytic continuation of a function leads in general, however, to a **multivalued** function. Thus if one analytically continues (i.e., numerically integrates the equations of motion) from $t_1$ to $t_2$ along two different paths in the complex $t$ plane, the values $q(t)$ and $p(t)$ from these two different choices of the time path will be the same provided no branch points lie between the two curves connecting $t_1$ and $t_2$. In complex analysis one usually defines a particular single-valued branch of a multivalued function by drawing branch lines from all branch points to infinity, say, and not allowing any path of analytic continuation to cross a branch line. Other single-valued branches of the multivalued function are then defined by drawing the branch lines in different ways.

In Sec. II and in earlier papers\textsuperscript{17-20} the statement has been made, and the fact exploited, that the final values of the coordinates and momenta (and the classical action and, therefore, the classical $S$-matrix elements) do not depend on the particular complex time path along which one chooses to integrate the equations of motion. The purpose of this Appendix is therefore to qualify this statement somewhat by noting that this is true provided no branch lines are crossed, or stated equivalently, provided one considers only time paths that pass on the same side of any branch points that may exist.

The remainder of this Appendix will discuss some exactly solvable one-dimensional examples in order to illustrate some of the analytic properties we expect to be characteristic of the general situation. Since there is no evidence to suggest that there are any branch points that play a role in nonreactive scattering, the one-dimensional examples are those which are prototype of reactive tunneling, i.e., tunneling through a one-dimensional potential barrier.\textsuperscript{17}

Consider first the parabolic potential barrier that has been discussed before\textsuperscript{21} in some detail, $V(x) = -\frac{1}{2}mx^2$. If the energy $E$ is negative (i.e., below the top of the barrier) and the particle to the left of the barrier for real time, then the trajectory is easily found to be

$$x(t) = -x_0 \cosh(\omega t), \hspace{1cm} (A1)$$

where

$$x_0 = (2 | E / m |)^{1/2} \omega^{-1},$$

and where the zero of time has been chosen (without
as the time that the particle is at its classical turning point. Here \( x(t) \) is manifestly a single-valued function of \( t \), i.e., there are no branch points in the finite \( t \) plane; thus the position at time \( t \) is the same for any path along which one imagines integrating from \( t = -\infty \) to \( t \). As discussed before, a tunneling trajectory results if one chooses \( t = -\infty + \infty i \), which simplest coordinate trajectory results if one chooses the time path to be a sequence of straight line segments from \( -\infty \) to \( 0 \), \( 0 \) to \( i \), and \( i \) to \( +\infty \). For this time path \( x(t) \) moves monotonically from \( -\infty \) to \( +\infty \) on the real \( x \) axis. Some rather bizarre coordinate trajectories result if the time path is chosen, for example, along straight line segments from \( -\infty \) to \( -\infty + i \), and then from \( -\infty + i \) to \( +\infty + i \), or from \( -\infty \) to \( +\infty \) and then from \( +\infty \) to \( +\infty + i \); the reader may find it amusing to trace out the motion in the \( x \) plane that results from these time paths. The final position and momentum, and the classical action integral along the trajectory and thus the semiclassical tunneling probability, are the same, however, for all three of these time paths.

The parabolic barrier is actually atypical, however, because it has no asymptotic regions, i.e., no regions where the particle is free of the potential. For the more realistic case for which the potential goes asymptotically to zero as \( x \to \pm \infty \), it will be seen that there are indeed branch points in the finite \( t \) plane.

Consider now a symmetrical Eckart potential barrier,

\[
V(x) = V_0 \text{sech}^2(ax),
\]

which does have the property \( V(x) \to 0 \) as \( x \to \pm \infty \). If \( E = \frac{1}{2}m\omega^2 < V_0 \) and if the particle is to the left of the barrier for real time, then one finds the trajectory to be

\[
x(t) = (-1/alpha) \sinh^{-1}[\lambda \cosh(\alpha t)],
\]

where

\[
\lambda = \left( V_0 / E - 1 \right)^{1/2},
\]

and where the zero of time has again been chosen so that \( x(0) \) is the classical turning point. The analytic properties of \( x(t) \) derive from those of the inverse hyperbolic sine. Since \( \sinh^{-1}(z) \) has branch points at \( z = \pm i \), \( x(t) \) has branch points at values of \( t \) for which

\[
\lambda \cosh(\alpha t) = \pm i,
\]

i.e., the branch points are the values \( t_n \),

\[
t_n = \pm t + \pm n \pi / \alpha
\]

when \( n = \pm 1, \pm 3, \ldots \), and

\[
t_n = (\alpha t)^{-1} \tan^{-1}[\left( V_0 / E \right)^{1/2}].
\]

The layout of these branch points is shown in Fig. 5.

\( x(t) \) in Eq. (A3) is thus a multivalued function of time \( t \). The principal tunneling trajectory corresponds to the time path \( C_1 \) in Fig. 5; for this time path \( x(t) \) moves monotonically from \( -\infty \) to \( +\infty \) along the real \( x \) axis; the semiclassical probability for the tunneling transition associated with this trajectory is the standard WKB result,

\[
P_{\text{tunnel}} = e^{-2\theta},
\]

where \( \theta \) is the imaginary part of the classical action along the trajectory i.e., the “barrier penetration” integral; for the present case

\[
\theta = (\pi / \alpha)[(2mV_0)^{1/2} - (2mE)^{1/2}].
\]

Precisely the same result is obtained for any other time path that is any distortion of curve \( C_1 \) that does not move it through any of the branch points; i.e., the curve \( C_1 \) and any distortion of it that doesn’t cross branch points, defines one of the single-valued branches of \( x(t) \), the principal tunneling branch. Alternatively, this principal tunneling branch of \( x(t) \) can be defined by drawing branch lines from all the branch points to infinity in a way that does not cross \( C_1 \); e.g., branch lines could be drawn vertically upward (downward) from all the branch points above (below) curve \( C_1 \).

The time path \( C_2 \) in Fig. 5 connects the same points \( t_1 \) and \( t_2 \) as curve \( C_1 \), but one can easily verify that following \( x(t) \) continuously along curve \( C_2 \) leads to a nonreactive or reflective transition. In fact, the branch of \( x(t) \) defined by curve \( C_2 \) (or any distortion thereof that doesn’t cross branch points) is the principal reflective trajectory that corresponds to a purely real time path.

It is seen from curves \( C_1 \) and \( C_2 \), therefore, that it matters at what real value of the time the imaginary time increments are made: if the imaginary time increment
is made in one of the asymptotic regions (curve C2), no tunneling occurs, but tunneling does result if the imaginary time increment is made while the particle is in the "interaction region." More precisely, tunneling will occur if the imaginary time increment takes place when the real part of the time satisfies

\[-\tau_s < \text{Re}\{\tau\} < \tau_s,\]

with \(\tau_s\) given by Eq. (A5) for the present case of the Eckart barrier. It is clear that this feature will be general for any kind of potential barrier: Imaginary time increments in the asymptotic regions will not cause tunneling, but an imaginary time increment taken when the collision partners are sufficiently close together will cause tunneling. (For the parabolic barrier, tunneling occurs no matter when the imaginary time increment is taken, but this is because there is no asymptotic region for this potential, i.e., the value of \(\tau_s\) for this case is \(\infty\).)

In addition one can easily identify other branches of the function \(x(t)\) of Eq. (A3): The time paths that pass above the branch points \(\tau_s + i\frac{n\pi}{\alpha_x}, \tau_s + i\frac{(n+1)\pi}{\alpha_x}\), etc., correspond to a reflective trajectory with a passage back and forth inside the barrier, a tunneling trajectory with an additional reflection inside the barrier, etc., respectively. The probability of the transitions associated with these time paths is \(\exp(-4\theta)\), \(\exp(-6\theta)\), etc., respectively.

One last observation regarding the solution for the Eckart barrier: It is easy to show that the coordinate \(x(t)\) at the branch point times themselves are those for which

\[V(x) = \infty.\]

This is also a general feature for any potential barrier, for the equation of motion for \(x(t)\) is

\[m\ddot{x}(t) = -V'(x),\]

showing that derivatives of \(x(t)\) will fail to exist whenever \(V'(x)\) is divergent.

To conclude this Appendix we summarize those features we expect to be generally valid. (1) The final properties of any analytically continued trajectory, and the classical S-matrix element associated with it, are independent of the particular complex time path along which time is incremented, provided any branch points are passed by in the same manner. (2) The existence of more than one energetically open asymptotic arrangement implies the existence of branch points in the finite \(t\) path. (3) Branch points in the \(t\) plane correspond to coordinates for which the potential or some of its partial derivatives are divergent. (4) In order to cause a classically forbidden rearrangement transition the imaginary part of the time increment should be made predominantly when the collision partners are closest together.

**APPENDIX B: SYMMETRY CONSIDERATIONS FOR THE CASE OF IDENTICAL ATOMS**

In a paper dealing with the quantum mechanical description of the reactive \(A+BC\) collision system, Miller\(^a\) defined a set of reduced scattering amplitudes which take proper account of symmetry if any of the atoms A, B, or C are identical, and it was noted that the quantum mechanical coupled channel calculation is simplified considerably if one formulates the problem in such a way as to calculate these reduced amplitudes directly. Expressions for the various observable cross sections were given in terms of these reduced amplitudes.

When dealing with a classical or semiclassical theory, however, the amplitudes that one obtains directly from a calculation are the ones that refer to distinguishable atoms, so-called "direct" and "exchange" amplitudes. Thus it is most convenient in this case to express the observable cross sections in terms of these distinguishable amplitudes. This is easily accomplished by inverting the relations in Ref. 21 and first expressing the reduced amplitudes in terms of the distinguishable amplitudes, and then using the previous formulas to obtain the observable cross sections in terms of the direct and exchange amplitudes. The resulting expressions are summarized below, some of which have also been given by Tang and Karplus.\(^b\)

All quantum number labels will be suppressed in the following expressions, but it should be understood that the amplitudes and cross sections correspond to a specific set of initial and final quantum numbers \((n_1 j_1 m_1)\) and \((n_2 j_2 m_2)\), respectively. For the case of three identical atoms \((A+Ax\rightarrow A+Ax)\), let \(f\) be the amplitude for a direct, or nonreactive transition, and \(g\) be the amplitude for an exchange or reactive transition. If "even" and "odd" refer to the rotational quantum number \(j\), then the observable cross sections (i.e., summed and averaged over all nuclear spin states consistent with the rotational states) are given in terms of the direct and exchange amplitudes by

\[\sigma_{even,even} = \frac{1}{2}(1+2\lambda) |f^2 + 2fg|^2 + \frac{1}{2}(1-\lambda) |f-g|^2, \quad (B1)\]

\[\sigma_{odd,odd} = \frac{1}{2}(1-2\lambda) |f^2 + 2fg|^2 + \frac{1}{2}(1+\lambda) |f-g|^2, \quad (B2)\]

\[\sigma_{odd,even} = 2(1+\lambda) |g|^2, \quad (B3)\]

\[\sigma_{even,odd} = 2(1-\lambda) |f|^2, \quad (B4)\]

where

\[\lambda = (-1)^s/(2s+1),\]

\(s\) being the nuclear spin of the atom. For the case \(H+H_2\), for example, \(s = \frac{1}{2}\) and Eqs. (B1)-(B4) are

\[\sigma_{even,even} = |f-g|^2, \quad (B5)\]

\[\sigma_{odd,odd} = \frac{1}{2} |f+2g|^2 + \frac{1}{2} |f-g|^2, \quad (B6)\]

\[\sigma_{odd,even} = 3|g|^2, \quad (B7)\]

\[\sigma_{even,odd} = |f|^2. \quad (B8)\]
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There are more possibilities to consider for the case that two of the atoms are the same, B+\(A\to B+A\), BA\(A\), and A+\(B\to A+B\), A\(B\). Let \(f_B\) be the nonreactive amplitude for direct scattering of B and A\(B\), \(f_A\) be the nonreactive amplitude for direct scattering of A and AB (A\(A\to A+A\), and \(g_B\) be the reactive amplitude for exchange of atom A (B+\(A\to B+A\), and \(g_A\) be the reactive amplitude for exchange of atom B (A+\(B\to A+B\)). Again suppressing the quantum number labels, the expressions for the observable cross sections are

\[
\sigma_{B+\text{BA}B+\text{B}} = |f_B|^2, \\
\sigma_{A+\text{AB}A+\text{B}} = 2|g_A|^2, \\
\sigma_{\text{A+BA}A+\text{B}} = \frac{1}{2}(1+\lambda)|f_A+g_B|^2 + \frac{1}{2}(1-\lambda)|f_A-g_B|^2, \\
\sigma_{\text{B+BA}A+\text{B}} = |f_A|^2 + |g_A|^2, \\
\sigma_{\text{A+BA}B+\text{A}} = |g_A|^2, \\
\sigma_{\text{B+BA}A+\text{A}} = |f_A|^2,
\]

where \(\lambda\) is the same as above with \(s\) being the nuclear spin of atom A, and where \(f_B\) in Eq. (B8) is the final rotational quantum number of A\(B\).
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