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Abstract:
Intramolecular vibrational energy transfer is a process central to many physical and chemical phenomena in molecules. Here, various theories describing the process are summarized with a special emphasis on nonlinear resonances. A large bibliography supplements the text.
1. Brief history and overview

The flow of vibrational energy in excited molecules is central to chemical and molecular dynamics. Various new developments in physics, chemistry and technology of the 1970's and 80's have tended to converge in intramolecular energy transfer (also known by the acronym IVR, for intramolecular vibrational energy redistribution): the increasingly powerful and accurate methods of laser excitation and analysis of molecular processes on the experimental side, and the burgeoning interest in the classical-mechanical and quantal behavior of nonlinear oscillator systems on the theoretical side (for extensive reviews, see Chirikov [1979], Zaslavsky [1981, 1985], Sagdeev et al. [1988], Eckhardt [1988]). Since its inception, intramolecular energy transfer has been a field driven by experiment. This is a natural outcome of the usually overwhelming complexity of intramolecular interactions. Even a superficial survey of the theoretical literature of the last thirty or so years reveals a few strands of theoretical thinking on IVR, each of which was suggested to some degree by the experimental achievements at the time.

While the experimental situation has been reviewed many times (e.g., Parmenter [1982, 1983], Smalley [1982], Bondybey [1984]), it seems that the various theoretical views of the process have not been collected in one place before. This is the modest aim of this overview. During the “narration” I will occasionally refer to experiments, but these references are not intended to be comprehensive because of space restrictions. Therefore, some slight to experimental accomplishments is inevitable and I apologize for it at the outset.

Historically the most widely known studies of intramolecular vibrational redistribution are associated with thermal unimolecular reactions [Robinson and Holbrook 1972; Forst 1973; Pritchard 1984]. The currently accepted varieties of unimolecular reaction rate theories arose through the testing of Slater's dynamical theory [Slater 1959] and the statistical Rice—Ramsperger—Kassel—Marcus (RRKM) theories [Marcus 1952]. The key contention in this debate was the very existence of intramolecular energy transfer. Slater's theory pictured the excited molecule as an assembly of harmonic oscillators. Within the Slater framework, vibrational energy sharing between modes is forbidden, and the unimolecular reaction occurs when a reaction progress variable, the so-called “reaction coordinate” reaches a critical extension by the superposition of various harmonic mode displacements. In contrast, the RRKM theory assumes that excitation energy randomizes rapidly compared to the reaction rate, and is distributed statistically among the modes prior to reaction. (A similar formalism, albeit for the decay of excited nuclei, had been introduced by Bohr and Wheeler [1939] independently from the development of the statistical theories in chemical physics). The assumption of randomization, which turns out to be widely valid, was needed very early in the theoretical development because very little was known about energy sharing in molecules at the time.

The statistical approach reduces the (usually very high) dimensionality of the molecular problem in a manner similar to traditional “transition state theory” [Glasstone et al. 1941]. The phase-space motion of the system along the reaction coordinate is assumed to be separable from its motion in all other possible modes, at least in the vicinity of a multidimensional surface in phase space that separates reagents from products. This latter construct is called the “dividing surface” (for reviews, see Hase [1976], Truhlar et al. [1983], Hase [1983]), and the reaction rate calculation is thus reduced to calculating the rate of passage of systems across the dividing surface, a “bottleneck” in one dimension only.

The first demonstration that IVR is a real physical phenomenon (Butler and Kistiakowski [1960]) concerned molecules in the ground electronic state with the high vibrational excitation characteristic of
reacting species. The kinetic and spectroscopic evidence for intramolecular relaxation processes in polyatomic molecules has been discussed critically by Quack [1983], who concluded that, on the basis of their 0.1–10 ps timescale, such processes are slow compared with vibrational periods but fast compared with reactive and optical processes. This picosecond time scale turns out to be typical (see Kulp et al. [1985], Bagratashvili et al. [1986]). The “chemical timing” experiments of the Parmenter group (for an overview, see Parmenter [1983]) as well as the experiments of Felker and Zewail [1984, 1985a–d] reveal the IVR process by providing striking images of its temporal progress.

Detailed experimental studies performed in the early 1960’s (reviewed by Oref and Rabinovitch [1979]) produced results in harmony with the statistical theory. The wide success of the predictions of RRKM theory have been taken as proof of vibrational energy randomization. However, these early experiments are not of a dynamical nature. Direct observations require a dynamical experiment in which a very well specified initial state (or a superposition of states) is prepared. This state decays and a measurement is made at a later time to demonstrate that the system is in a state which differs from the initial one.

The nature of the initial state in many of these early experiments is a statistical superposition because of the collisional preparation of the initial state. Could it be the statistical preparation of the initial state which gives such good agreement with experiments? In fact, the RRKM theory has been reformulated by assuming that the vibrational relaxation is slow on the scales of molecular decomposition [Freed 1979]. These two formulations of the statistical theory take different viewpoints about the meaning of IVR. The randomizing approach considers the vibrational states in terms of a zeroth-order harmonic description, whereas the nonstatistical theory considers the vibrational eigenstates which diagonalize the full molecular Hamiltonian. The question arises, then: what is the proper description of the initial state?

At about the same time as the last reformulation of the statistical theory by Marcus [1952], a calculation was being performed by Fermi, Pasta and Ulam [1955] which was to inspire physicists to rethink their ideas on energy relaxation in coupled oscillator systems. The purpose of this calculation was to see, in detail, the approach to ergodicity in a chain of coupled nonlinear oscillators. The result, which has become known as the Fermi–Pasta–Ulam (FPU) paradox, surprised researchers by showing very little relaxation, thus demonstrating that dynamics of energy sharing even in a simple coupled oscillator system can be far from straightforward and need not be statistical at all. This disturbing lack of ergodicity was explained by Ford [1961] by showing that the FPU system lacked an essential ingredient for energy sharing, namely active nonlinear resonances. Also known as “internal” or “Fermi” resonances, these integer ratios between frequencies are the unifying theme of this overview. The by then extant but little known Kolmogorov–Arnol'd–Moser (KAM) theorem revealed the connection between these resonances and ergodicity (for reviews, see Ford [1975], Berry [1978]).

These twin developments of the fifties had a considerable impact on IVR research. While, on the one hand, statistical theory affirmed the existence of redistribution for real molecules and the conclusions of experiments were in harmony with statistical assumptions, on the other hand paradigmatic, simple coupled oscillator systems were sometimes found to relax nonstatistically, and sometimes not at all. In this context it is worth noting that statistical theories of chemical reactions have always allowed for the presence of nonstatistical effects, by, for instance, excluding certain “inactive” modes from consideration because they are poorly coupled to the rest of the molecule [Robinson and Holbrook 1972; Forst 1973]. Notwithstanding the many couplings and resonances in even small molecules, the possible existence of FPU-like behavior in molecular systems has been an intriguing and persistent question, and one that will be addressed in this overview.
The plan of this article is as follows. After general remarks about the nature of IVR, the quantum process is described in sections 2 and 3 by making relatively few assumptions about the detailed coupling and energy transfer dynamics. This statistical-mechanical description is based on the theory of radiationless transitions, where the central issue is to connect molecular energy-level structure to the dynamics of energy flow [Hunt et al. 1962; Robinson and Frosch 1962; Byrne et al. 1965; Robinson 1967; Bixon and Jortner 1968, 1969a, b]. The “intermediate” version of this theory [Lahmani et al. 1974; Freed 1976; Freed and Nitzan 1980] turns out to be applicable to common experimental scenarios. We shall refer to this description as the “phenomenological” theory, to indicate its frequent use of averaged (over a large number of states) properties which can be determined from experimental data (e.g., Matsumoto et al. [1983]). Section 2 refers specifically to IVR in a single Born–Oppenheimer electronic state, whereas in section 3 the emphasis is on molecular fluorescence as a well-established diagnostic of IVR.

A contrast to this macroscopic approach shall be demonstrated in section 4 when we discuss the place of the FPU paradox and the KAM theory in the development of the field. This section will bring to the fore the central role nonlinear resonances play in intramolecular energy sharing. Subsequently, in section 5, we focus on energy transfer through isolated and interacting nonlinear resonances [Oxtoby and Rice 1976; Kay 1980; Jaffe and Brumer 1980; Sibert et al. 1982a, b; Sibert et al. 1984a, b], where the individual couplings are examined rather than representative average couplings. In that section, we also summarize the treatment of long-time correlations in intramolecular dynamics by means of “bottlenecks” in phase space [Davis 1985]. In section 6, we review work that connects explicitly nonlinear oscillations to the experimentally accessible manifestations of IVR [Kuzmin et al. 1986a; Stuchebruykov 1986] using density matrix techniques [Faid and Fox 1987, 1988]. The appendix examines the connection between absorption line widths, IVR and unimolecular decay rates.

2. Definition and nature of intramolecular relaxation

Collisional relaxation of polyatomic molecules in a thermal environment is a well-defined process (among standard reviews are Quack and Troe [1977], Kneba and Wolfrum [1980]; for some new developments emphasizing the connection to the intramolecular relaxation process, see Rice and Cerjan [1983], Lawrence and Knight [1983], Villalonga and Micha [1983], Nalewajski and Wyatt [1983, 1984], Gilbert [1984], Lim and Gilbert [1986], Orr and Smith [1987], Haub and Orr [1987], Koshi et al. [1987], Kable and Knight [1987], Bruehl and Schatz [1988], D.J. Muller et al. [1988], Kable et al. [1988], Rainbird et al. [1988], Rock et al. [1988], Gordon [1988], Parson [1989, 1990]; for competition between inter- and intramolecular energy transfer, see Straub and Berne [1986]). The same cannot be said about the intramolecular vibrational relaxation of isolated molecules. A process can be considered intramolecular if there is negligible collisional and radiative interaction with the environment during the time scale of interest, which is less than a nanosecond. Vibrational relaxation can be defined as irreversible decay (on the time scale of interest) of a localized vibrational excitation in a molecule [Quack 1983].

Dynamical processes in isolated molecules are governed by the time-dependent Schrödinger equation

\[ H\Psi = (H_0 + W)\Psi = i\hbar \frac{\partial \Psi}{\partial t}. \]  

In this section, we will take \( \hbar = 1 \). Neglecting radiative decay (or working in a basis that includes the states of the radiation field) the solutions of (2.1) are oscillatory. Assuming that eq. (2.1) is rewritten in terms of the amplitudes of the eigenstates of \( H_0 \) (the "unperturbed", diagonal part of \( H \)), and that the coupling \( W \) is off-diagonal in this basis,

\[ \dot{b} = (H_0 + W)b. \]  

(2.2)

For a time-independent \( H \), the solution of (2.2) can be written as

\[ b(t) = U(t, t_0)b(t_0), \]  

(2.3)

\[ U(t, t_0) = \exp[-iH(t - t_0)]. \]  

(2.4)

The time-evolution matrix solves the Liouville–von Neumann equation for the time-dependent density matrix \( \sigma \),

\[ \sigma(t) = U(t, t_0)\sigma(t_0)U^+(t, t_0), \]  

(2.5)

as well as the Heisenberg equation of motion for the representations of any observable, \( Q \) (in particular the coordinates and momenta of the atoms),

\[ Q(t) = U^+(t, t_0)Q(t_0)U(t, t_0). \]  

(2.6)

When \( H \) is known, eqs. (2.3)–(2.6) constitute the most general solution of a well-defined mathematical formulation of the physical problem of intramolecular motion. While the solution is straightforward in principle, both the size of the matrices and the possible intricacies of the couplings make the
emergence of a relaxation from these equations somewhat subtle. The very large size of these coupled
equations have naturally invited many ingenious approximation schemes (like those of Bixon and
and Nadler and Marcus [1987]). By using appropriate reduced Hamiltonians, the number of equations
crucial for the time development of nonstationary states can be decreased (see Mukamel [1981], and
also the "adiabatically reduced equations" method due to Voth and Marcus [1986], Klippenstein et al.
[1986], and Voth [1987]). The use of artificial intelligence methods for IVR problems has been
advocated by Lederman et al. [1988], and Lederman and Marcus [1988]. For other procedures, see
Heller [1981a,b], Scheck and Wyatt [1987] and Lopez et al. [1988]. Grad et al. [1987] have used a
semiclassical reduction procedure. Classical and semiclassical aspects of the intramolecular relaxation
process have been examined by Jaffé and Brumer [1984, 1985], Parson and Heller [1986a,b] and Parson
[1988].

An interesting way of seeing the emergence of relaxation in a system that contains only infinitely
long-lived eigenstates is to consider "coarse-grained", i.e., averaged or reduced quantities [Zwanzig
and Quack 1987]. These are quantities that do not contain full mathematical information about the
system; usually simpler mathematical structures arise from coarse-grained quantities. In what follows,
we will use the argument and notation of Quack [1981a, 1983] who concentrates on coarse-grained level
populations $p_K$ for approximately isoenergetic states characterized by the same quantum number $K$ in a
particular local vibration (i.e., separable in $H_0$) but different quantum numbers for other degrees of
freedom,

$$p_K = \sum'_k p_{k(K)} = \sum_{k=x+1}^{x+N} b_{k(K)}^* b_{k(K)}.$$

(2.7)

Here $\Sigma'$ indicates sums over the states in one level, capital letters being reserved for levels, and $x$
denotes states which are not included in the summation. Using eqs. (2.3) and (2.4), one obtains

$$p_K(t) = \sum_j \sum_j' |U_{kj}|^2 |b_j(0)|^2 + \sum_k \sum_{j \neq j'} U_{kj}^* U_{kj'}(0) b_{j'}^*(0).$$

(2.8)

The second sum vanishes if the terms in it have uncorrelated phases, leaving the coarse-grained level
population as

$$p_K(t) = \sum_j \sum_k' |U_{kj}|^2 p_j(0).$$

(2.9)

If only the coarse-grained level populations $P_j = \Sigma_k p_j$ are measurable, the same "random phase"
argument as before allows

$$P_K(t) = \sum_j P_j(0) Y_{kj}(t), \quad Y_{kj}(t) = N_j^{-1} \sum_j' \sum_k' |U_{kj}|^2,$$

(2.10a, b)

where $N_j$ is the number of states in one level. This matrix $\mathbf{Y}$, under fairly general conditions, can be
expressed [Quack 1979a] as an exponential involving a time-independent matrix $K$ [Quack 1978],

$$\mathbf{Y}(t) = \exp[K(t - t_0)]$$

(2.11)
and \( p(t) = Y(t) p(0) \). This can be reduced [Quack 1978, 1981a] to the differential form of the Pauli master equation [Pauli 1928],

\[
\dot{P} = K \rho .
\]  

(2.12)

In contrast to the oscillatory solutions of eqs. (2.1)–(2.4), these equations, (2.11) and (2.12), have decaying solutions, denoting relaxation. For sufficiently short times the exponential function can be expanded and one obtains [Quack 1978]

\[
Y(t) = 1 + K(t - t_0) + \cdots , \quad K_{KJ} = 2\pi |W_{KJ}|^2 / \Delta_K ,
\]  

(2.13a, b)

where \( |W_{KJ}|^2 \) stands for the average square coupling element between the states in levels \( K \) and \( J \), and \( \Delta_K \) is the average frequency separation of states in level \( K \) (1/\( \Delta_K \) needs to be replaced by the density \( \rho_k \) in the case of the continuum). The preceding development makes clear the factors that need to be considered carefully when studying intramolecular relaxation: the definition of what is being observed (e.g., what is relaxing into what), the time scale over which the observation is taking place, which Hamiltonian and which basis set is being used for the description. Moreover, the preceding development is valuable in connecting Golden-Rule type of first-order perturbation theory prescriptions, which are widely used in IVR, to a fundamental view of the process [Voth 1987].

Of course, intramolecular relaxation is a more general phenomenon than the somewhat restricted Pauli master equation would suggest, i.e., there are selections of course-graining which make oscillatory behavior possible [Quack 1981a], which are, however, the exception rather than the rule. We will see examples of such exponential behavior as well as coherences in the following sections. The Pauli master equation is merely one (and the earliest) attempt to describe relaxation phenomena in a quantum-mechanical setting [Van Hove 1962]; it proceeds by reducing the full density-matrix equation to a system of coupled equations for the diagonal density-matrix elements alone. The derivation, as well as the set of companion equations for the off-diagonal matrix elements, the “coherences”, have been critically studied by Fox [1978, 1989]. The effect of these coherences proves valuable, e.g., in the theory of spectral lineshapes [Faid and Fox 1988].

2.1. General molecular model for intramolecular vibrational energy redistribution (IVR)

Figure 1 shows schematically the vibrational energy levels in a polyatomic molecule relevant to intramolecular energy transfer, as described lucidly by Freed [1981], whose notation will be adopted. The entire level in this figure belongs to either an excited electronic state (experiments reviewed by Smalley [1982], Parmenter [1982, 1983]) or the ground electronic state (e.g., Kim et al. [1987], and overtone experiments reviewed by Crim [1984, 1987]). Here, \( \phi_0 \) represents a vibrational level that carries dipole oscillator strength to some excited zero-order vibrational level \( \phi_r \). These zero-order levels may be local modes, or normal modes chosen for reasons of convenience, or a combination thereof (e.g., Quack [1981b], Lederman et al. [1983], Child and Halonen [1984], Quack [1985], Persch et al. [1988]). The photophysical experiment begins with the molecule being in some thermally accessible vibrational–rotational level.

Isoenergetic with the low-lying levels of \( \phi_r \) is a dense manifold of vibrational levels which do not carry oscillator strength from the ground vibrational level \( \phi_s \) or any of the other thermally accessible vibrational levels: dipole-allowed transitions between thermally accessible ground-state vibrational
levels, $\phi_0$, and these high-lying states $\{\phi_i\}$ are not possible due to either unfavorable Franck–Condon factors or because of symmetry considerations. The zeroth-order functions $\{\phi_s, \phi_i\}$ are not exact eigenfunctions of the molecular vibrational Hamiltonian because of the presence of anharmonicities and Coriolis couplings in the normal-mode description, or, if a local mode description is used, because of local mode–local mode couplings and anharmonicities.

While the zero-order eigenstates based on the separability of vibrations leads one to expect a sharp absorption spectrum peaked at the energies of $\phi_s$, the presence of $\{\phi_i\}$ alters this situation. The alterations depend partly on the density of levels in this manifold, $\rho_i$. When the manifold $\{\phi_i\}$ is sparse (as might be expected in small molecules), perturbations in the spectra may arise due to the presence of the manifold. This small-molecule limit of low densities is an ideal scenario for the assignments and analysis of spectral lines.

When, on the other hand, the manifold $\{\phi_i\}$ is dense, it can behave like a continuum on the timescale of the experiment, and produce irreversible relaxation from $\phi_s$ to $\{\phi_i\}$. Between these extremes lies an intermediate case which displays some characteristics of both the small and large molecule limits because of either strong variations in the $\phi_s$–$\{\phi_i\}$ couplings (due to symmetry considerations, say) or when the density $\rho_i$ is too high to allow the resolution or the assignment of individual levels but still not high enough to lead to irreversible relaxation. The intermediate case has been termed the “too-many-level small-molecule case” [Freed 1981] and is widely encountered in current experiments, as we will see in detail in the next section. New insight into the intermediate case of radiationless transitions has been provided by the experiments of Van der Meer et al. [1982b].

Fig. 1. Molecular energy level diagram used to discuss radiationless processes in polyatomic molecules. $\phi_s$ is the ground electronic state, and $\phi_{th}$ denotes a thermally accessible component of this state. Transitions from $\phi_{th}$ to the state $\phi_s$ are allowed while those to $\{\phi_i\}$ are forbidden. $\phi$, designates a component of $\phi_s$, and $\phi_i$ is a component of $\phi_i$. (Adapted from Freed [1981]).
pyrazine. This work has been reviewed lucidly by Kommandeur et al. [1987]. For more recent work, see Tomer et al. [1988], Konings et al. [1988], Siebrand et al. [1989].

2.2. Criteria for IVR regimes

IVR phenomena are governed by the details of energy level density, \( \rho_i \), by the decay rates \( \Gamma_i \) due to infrared emission of the zero-order levels \( \{ \phi_i \} \), and the \( s-l \) couplings between manifolds. Another important consideration is the nature of the initially prepared state. For instance, molecules are now commonly prepared with substantial amounts of energy in local modes [Swofford et al. 1976; Bray and Berry 1979], for recent reviews, see Crim [1984], Reisler and Wittig [1986]. Experiments are underway to study the subsequent time evolution, which will, one hopes, lead to unambiguous conclusions about the nature and rate of intramolecular processes from direct time-resolved measurements [Scherer et al. 1986; Scherer and Zewail 1987], rather than on the basis of optical linewidths [Rizzo et al. 1984; Ticich et al. 1986; Butler et al. 1986b; Luo et al. 1988].

On the other hand, if it were technically possible to excite an eigenstate of the molecular Hamiltonian, there should be very little (if any) nontrivial time evolution. To quantify the criteria that characterize the range of possible behavior, Freed [1981] defines the parameter

\[ X_i = \frac{\hbar \Gamma_i}{\epsilon_i} , \]

(2.14)

where \( \hbar \Gamma_i \) represents the energy width of a level with a decay rate of \( \Gamma_i \), and \( \epsilon_i \) is the average spacing between the \( \{ \phi_i \} \) levels. The condition for the small-molecule limit is

\[ X_i \ll 1 , \]

(2.15)

whereas for the large molecule it is

\[ X_i \gg 1 . \]

(2.16)

In the small-molecule limit, the situation corresponds to the spectroscopist's description of perturbations in the spectra of small molecules. The molecular Hamiltonian is represented in the basis set of zero-order vibrational eigenfunctions \( \{ \phi_s, \phi_l \} \). Coupling among only a few levels needs to be considered, namely, those which are nearly resonant and which have appreciable coupling matrix elements. These are levels for which

\[ |v_{sl}| / |E_s - E_l| \geq 1 , \]

(2.17)

where \( E_s \) and \( E_l \) are the zero-order vibrational energies of \( \phi_s \) and \( \phi_l \), and \( v_{sl} \) are the coupling matrix elements

\[ v_{sl} = \langle \phi_s | H | \phi_l \rangle . \]

(2.18)

This is the action of the Fermi resonance familiar to spectroscopists [Fermi 1931]. The partial, "local" diagonalization of the molecular Hamiltonian within the resonantly coupled states leads to the molecular eigenstates \( \{ \psi_n \} \), which are linear superpositions of the basis states, viz.
\[ \psi_n = a_{sn} \phi_s + \sum_{j=1}^{N} a_{jn} \phi_j, \]

where \( j \) counts the \( \phi_j \) states (\( N \) in number) included in the superposition. Assuming that \( \phi_s \) and \( \phi_i \) do not radiate to any set of common levels, it is possible to evaluate the radiative decay rates of the molecular eigenstates \( \{ \psi_n \} \) as

\[ \Gamma_n = |a_{sn}|^2 \Gamma_s + \sum_{j=1}^{N} |a_{jn}|^2 \Gamma_j. \]

(2.20)

For many cases of interest the zeroth-order radiative decay rate of \( \phi_s \) is much greater than that of the \( \{ \phi_i \} \). So, under the condition that

\[ \Gamma_s \gg \Gamma_i, \]

(2.21)

the radiative decay rates of the molecular eigenstates are equal to

\[ \Gamma_n \approx |a_{sn}|^2 \Gamma_s. \]

(2.22)

The condition that the original zeroth order states, \( \phi_s \), be distributed amongst the molecular eigenstates implies the normalization condition

\[ \sum_{n=0}^{\infty} |a_{sn}|^2 = 1. \]

(2.23)

It follows from this that if more than one of the \( a_{sn} \) are nonzero, we must have

\[ |a_{sn}|^2 < 1. \]

(2.24)

Equations (2.22) and (2.24) yield the result

\[ \Gamma_n < \Gamma_s \quad \text{for} \quad \Gamma_s \gg \Gamma_i, \]

(2.25)

which implies that the radiative decay rates of the mixed, molecular eigenstates \( \{ \psi_n \} \) are less than the radiative decay rate of the parent zeroth-order state \( \phi_s \) carrying all of the original oscillator strength.

When the spacing between molecular eigenstates is large compared with the uncertainty widths of these levels, i.e.,

\[ \min|E_n - E_{n'}| \gg \frac{1}{2} \hbar (\Gamma_n + \Gamma_{n'}), \]

(2.26)

monochromatic excitation can only lead to the preparation of individual molecular eigenstates. Pulsed excitation, on the other hand, can lead to the coherent excitation of a superposition of a number of nearly molecular eigenstates. However, when the pulse duration \( \tau \) satisfies in addition to (2.26) the inequality

\[ \min|E_n - E_{n'}| > \hbar / \tau, \]

(2.27)
this pulsed excitation cannot excite more than one of the individual molecular eigenstates. If the pulse is sufficiently short or the spacing between molecular eigenstates is sufficiently small that the inequality (2.27) and/or (2.26) is violated, then a coherent superposition of these nearby molecular eigenstates is possible (for the subsequent dynamics, see, e.g., Taylor and Brumer [1983]).

The observation of irreversibility for the large-molecule case, eq. (2.16), has been explained by Freed [1981] from the radiationless transitions point of view. If such a molecule begins in state $\phi_i$ and crosses over to the $\{\phi_i\}$ manifold, these final states decay with rates $\Gamma_i$ before the molecule has a chance to cross back to the original state $\phi_i$. Thus it is the decay of the final manifold of levels $\{\phi_i\}$ that drives the irreversible relaxation from $\phi_i$ to $\{\phi_i\}$. There are many situations in which the inequality (2.21), generally true for condition (2.16), might seem inapplicable to such systems. However, in these cases one is primarily interested in whether or not the radiationless transition from $\phi_i$ to $\{\phi_i\}$ appears irreversible on the timescale of the experiment [Freed 1976]. When the decay properties of a system on a particular time scale, $\tau_i$, for an experiment are considered, the parameter (2.14) can be modified to read

$$X'_i = h(\Gamma_i + \tau_i^{-1})/\epsilon_i$$  \hspace{1cm} (2.28)

and thus characterizes the decay characteristics of a molecule on the experimental timescale. When

$$X'_i \ll 1$$  \hspace{1cm} (2.29)

small-molecule behavior is manifest on the experimental timescale. Conversely if

$$X'_i \gg 1$$  \hspace{1cm} (2.30)

is obeyed, the decay characteristics of the molecule correspond to the statistical limit.

2.3. Dephasing versus relaxation in isolated molecules

It is always possible to view the time evolution of nonstationary states of a molecule as a dephasing process in the eigenstate representation, since these states are made up of a superposition of stationary states, each of which evolves differently in time – any phase relation established initially tends to be destroyed. On the other hand, this description of most processes as dephasing is neither particularly useful nor informative when we concentrate on what happens to a particular mode or a group of modes. In such a case, the terms “pure dephasing” (also called $T_2$ dephasing process) and “energy relaxation” ($T_1$ process) are used to describe distinguishable appearances of the general dephasing process. In pure dephasing, the energy of a mode (or a collection of modes) does not change (e.g., Kay [1981], Stone et al. [1981], Budimir and Skinner [1987]). This process is caused by energy exchange among other modes in the molecule, which in turn causes the effective frequency of our chosen modes to fluctuate [Mukamel 1978; Makarov and Tyakht 1982; and Stuchebrukhov et al. 1989]. This terminology originated in solid state physics, where one is frequently interested in phenomena in a subsystem; and misleadingly and inaccurately, often dephasing is used to mean pure dephasing. On the other hand, in an energy relaxation process, the energy of our subsystem does change (see, e.g., Bloembergen and Zewail [1984], Stuchebrukhov et al. [1989]).

For concreteness, let us return to the “too-many-level small-molecule” case. As mentioned before,
broadband excitation can produce an initially prepared nonstationary state of the molecule which closely approximates the state $\phi_i$ at $t = 0$. The subsequent time evolution of the system is governed by the time evolution of the molecular eigenstates. The state of the system at time $t$ in this limit can be shown to be (in the notation of Freed [1981])

$$\psi(t) = \sum_n a_n \exp(-iE_n t/\hbar - 1/2 \Gamma_n t) \psi_n.$$  \hspace{1cm} (2.31)

The probability of observing the decay characteristics of the state $\phi_i$ at time $t$ is proportional to the probability of finding the molecule in the zeroth-order state $\phi_0$ at $t$, which is given by (using the notation of Freed and Nitzan [1980])

$$P_s(t) = \left| \langle \phi_i | \psi(t) \rangle \right|^2 = \left| \sum_n |a_n|^2 \exp(-iE_n t/\hbar - 1/2 \Gamma_n t) \right|^2.$$  \hspace{1cm} (2.32)

Note that the probability is a complicated sum over molecular eigenstates with both oscillatory and damped time dependences. The general behavior of (2.32) could, in general, be very involved. However the large number of contributing terms provides a simplification. Again assume the validity of (2.21) and assume that $\Gamma_i$ is very small. However, on a short enough timescale, the modified condition (2.30) may be satisfied for time scales on the order of or less than the radiative decay rates, $\Gamma_n$, of the individual molecular eigenstates. Then, on the experimental timescale $\tau_i$ the molecule appears as if it conforms to the large-molecule statistical limit (2.16). Thus, as shown by Lahmani et al. [1974], $P_s(t)$ of (2.32) displays an exponential decay with a decay rate given by

$$I_s^{\text{tot}}(\tau_i) = I_s + \Delta_s,$$  \hspace{1cm} (2.33)

where

$$\Delta_s = \frac{2\pi}{\hbar} \sum_j |v_{ij}|^2 \rho_{ij}.$$  \hspace{1cm} (2.34)

is the rate at which the molecule appears to undergo decay from $\phi_i$ to $\{\phi_j\}$ on the time scale $\tau_i$.

This short-time apparent decay is an intramolecular "dephasing" process, which is caused by the individual molecular eigenstates in (2.32) all having slightly different energies $\{E_n\}$ (recently, Makarov and Tyakht [1987] have studied purely phase relaxation and its effect on vibrational spectra. For a classical-mechanical "dephasing" study, see Farantos and Flytzanis [1987]). When the molecule is initially prepared in the nonstationary state $\phi_s$, a coherent superposition of all molecular eigenstates with fixed relative phases is constructed. However, because of the energy differences, these phases evolve at different time rates.

The intramolecular dephasing of the different molecular eigenstates is what leads to the apparent exponential decay for short times governed by (2.30), making it look as if the initial state $\phi_s$ is decaying into the $\{\phi_i\}$. To put it more picturesquely, under these conditions, this intermediate-case molecule has not had enough time to realize that there are only a finite number of levels $\{\phi_i\}$; it cannot resolve energy differences smaller than $1/\tau_s$. Therefore, because of time--energy uncertainty, it appears that $\{\phi_i\}$ is a continuum, and exponential decay ensues. This is an intramolecular dephasing process which, on this short timescale, is equivalent to IVR observed in the statistical limit (Carmeli et al. [1980], Gelbart et al. [1975]). At longer times, when (2.29) holds, the molecule has had time to find out that
the manifold \( \{ \phi_i \} \) is discrete, and it reverts to small-molecule behavior (Heller [1981a,b] has reformulated the time-domain basis of spectroscopy in this fashion). Therefore, the initial exponential decay (known as “intramolecular dephasing”) is not a truly irreversible relaxation because in principle, a multiple pulse sequence could be applied to the system to reconstitute the state \( \phi_i \). The presence of a finite number of levels makes the dephasing reversible. In the statistical limit, the condition (2.16) implies the participation of an effectively infinite number of levels leading to irreversible relaxation.

On longer timescales where (2.30) is violated, the system returns to the small-molecule limit and the complicated expression (2.32) (for an experimental study of dephasing in an intermediate-case molecule, see Smith et al. [1983]). Ordinarily, the long-time behavior of such molecules is found to be adequately represented by a simple exponential decay with some average molecular eigenstate decay rate, \( \left\langle I_n \right\rangle \). Between the short-time exponential decay of (2.33) and the long-time average molecular eigenstate exponential decay of \( \left\langle I_n \right\rangle \), in principle, the decay given by (2.32) could be very complicated, including, e.g., quantum interference effects (see next section). The decay properties of these intermediate-case molecules in the too-many-level, small-molecule limit, are well represented by a biexponential decay involving the short-time apparent radiationless transition and the long-time decay of the individual molecular eigenstates. Muhlbach and Huber [1986] have reported an experimental observation of such biexponential decay recently. For an experimental discussion of biexponential decay, see Kommandeur et al. [1987].

3. “Phenomenological” theories of energy sharing; approach of radiationless transitions

There always has been a need for direct, dynamical IVR experiments [Mukamel and Smalley 1980; Moore et al. 1983; Imre et al. 1984; Sundberg and Heller 1984; Felker and Zewail 1984, 1985a–d; Dai et al. 1985a,b; Tannor et al. 1985; Heppener et al. 1985; Zewail 1985; Hamilton et al. 1986; Makarov 1987; Graner 1988] so that the sometimes puzzling outcomes of indirect experiments could be avoided. One class of experimental studies aims at detecting the time evolution of molecular fluorescence as a direct observation of IVR [Parmenter 1983; Coveleskie et al. 1985a,b; Dolson et al. 1985; Holtzclaw and Parmenter 1986; Knight 1988a,b]. These experiments observe the gradual filling-in of an initial sparse fluorescence spectrum because initially unexcited states are being populated by IVR. This time evolution has been observed in the “chemical timing” experiments of the Parmenter group, and provide an approximate picosecond timescale for IVR.

Briefly, a mode of a large molecule is excited and the fluorescence is detected. The experimental apparatus contains some quencher gas, which removes the excitation energy by means of collisional energy transfer. For very large pressures of quencher gas, the fluorescence spectrum is sparse because the excitation energy is removed before other modes can be populated by intramolecular energy flow. On the other hand, for very low gas pressures energy flow can proceed for a longer time, and the fluorescence spectrum looks much richer. Without quenching gas, a smooth spectrum is obtained, indicating that all coupled states are populated. One of the drawbacks of these procedures is that the range of observation times is limited to the fluorescence timescale.

The following theoretical description will specifically refer to relaxation in an electronically excited state, and how the progress of IVR affects the fluorescence spectrum. We chose to restate the theory, which was explained by Freed and Nitzan [1980, 1983] for fluorescence, for two reasons: firstly, it is applicable to most classic manifestations of IVR; and secondly, while this theory was formulated, as has been traditional and useful, for fluorescence developing from IVR, it has some relevance for novel
processes like vibrationally mediated photodissociation [Ticich et al. 1987; Sinha et al. 1987] which probe the interplay of IVR with photodissociation [Simons 1984].

The state densities in these molecules put them into an area where a theoretical framework analogous to the intermediate case in the theory of electronic relaxation processes should be applicable [Freed 1976, Tric 1976]. As stated before, in this intermediate case the density of final vibrational levels is insufficient to drive purely irreversible behavior on the timescale of the experiment (which is of the order of the fluorescence lifetime). In the literature of electronic relaxation, the intermediate case is clearly distinguished from the statistical case [Nitzan et al. 1972; Frad et al. 1974; Freed 1976; Mukamel and Jortner 1977]. But in the case of IVR there is a qualitative difference between these two scenarios: for instance, using the intermediate theory, it is possible to determine the average number of strongly coupled levels and the average coupling between the zeroth-order level and these strongly coupled levels. The difference between the intermediate theory, as formulated for electronic relaxation, and the version of the theory needed for IVR, is that in the electronically excited case, the dense manifold of levels which is strongly coupled to the initially excited one, is either nonemitting or is emitting on a timescale much longer than the experimental one. The current theory is characterized by a manifold of “final” levels whose emission is monitored by the experiment.

These generalizations have been clearly delineated in the work of Freed and Nitzan [1980], and can be used to distinguish between the intermediate and statistical behavior, and thus determine the threshold for irreversible vibrational relaxation. While most applications of this theory have been made to IVR taking place in excited electronic states, the experiments on relaxation in the ground electronic state (e.g., Minton and McDonald [1988]) indicate that there is very little, if any, difference between the scenarios (Parmenter [1983]), when there are no electronic curve-crossings.

The reverse procedure of deconvoluting spectra has recently been addressed by Lawrance and Knight [1988] using a Green function approach. This and similar work has been reviewed by Knight [1988a,b]. For a model Hamiltonian treatment in the spirit of this section, see Kommandeur et al. [1988].

3.1. Molecular model for fluorescence

The adiabatic Born–Oppenheimer approximation assumes that the wavefunctions of the system can be written in terms of a product of electronic, vibrational, rotational, and spin wavefunctions. If this approximation were exact, excitation and relaxation processes would be straightforward to describe. However, such a wavefunction is not an eigenfunction of the full molecular Hamiltonian, and numerous interactions, which are ignored by the Born–Oppenheimer approximation, can couple these states, leading to the removal of degeneracies and the occurrence of radiationless, e.g., transition processes. In what follows, we have adopted the reasoning and notation of Freed and Nitzan [1980]. For a recent exposition, with detailed references to current experiments, see the reviews by Knight [1988a,b].

The ideal experimental scenario finds the molecule initially in the ground vibrational–rotational level of the ground electronic state. Such ideal conditions can be approximated in supersonic jet experiments. For definiteness, suppose that the excitation is taking place into the molecular vibronic levels of the first excited molecular singlet, and ignore electronic radiationless relaxation. Conventional spectroscopical practice assigns the spectrum in terms of a basis set of zero-order levels based on the populations of a set of zero-order modes (which may be normal modes or symmetrized local modes, to cite two common examples).

The zero-order states may be divided into two groups, which are denoted by a for active, and by b for bath. The a modes are those whose potential energy surfaces in the ground (g) and electronic
excited (e) states may differ appreciably from each other. The b modes do not change during this electronic transition. The a modes are optically active, "bright" states and thus correspond to the different progressions in the molecular absorption spectrum. The zero-order molecular vibronic levels are denoted \( |g, n_{ea}, n_{eb}\rangle\), and \( |e, n_{ea}, n_{eb}\rangle\), where \( n_{ia,ib}\), \( i = g, e\) denote the populations of the a and b modes in the g and e electronic states. It should be noted that these \( n\) stand for the collection of all modes a and b in this system. In this notation, the initial state can be abbreviated as \( |g, 0, 0\rangle\).

In monitoring molecular fluorescence, one in fact monitors the populations of the a modes. The proper molecular model (fig. 2) is composed of manifolds of b states seated on the different states of the modes. All these states are the eigenstates of the zero-order molecular Hamiltonian \( H_0^M\). The total Hamiltonian governing the time evolution is

\[
H = H_0 + \mu + W, \quad H_0 = H_0^M + H_0^R, \tag{3.1a, b}
\]

where \( H_0^R\) is the Hamiltonian of the free radiation field, \( \mu\) is the molecule–radiation field interaction which couples the e and g states and \( W\) is the intramolecular vibrational interaction which couples the different a and b states. IVR then is viewed as transitions between the manifolds shown in fig. 2, induced by the off-diagonal coupling \( W\). Sometimes it may be necessary to have two varieties of \( W\), one that couples a and b modes, and the other the b modes among themselves. Obviously, the dynamics is especially sensitive to the first variety of coupling.

### 3.2. "Exact" molecular eigenstates

It is convenient (though not widely customary) to analyze the basics of the IVR process not in terms of "zero-order" states, i.e., the eigenstates of \( H_0\), but in terms of the exact eigenstates, i.e., the
eigenstates of $H^N_0 + W + H^R_0$. These states can be written as combinations of the zero-order states as

$$|\psi_{ej}\rangle = \sum_{n_a, n_b} C_{n_a, n_b} |e, n_a, n_b\rangle = |e, j\rangle$$  \hspace{1cm} (3.2)

(here, we have suppressed the states of the radiation field $H^R_0$). A narrow pulse which induces a transition from the ground state $|g, 0, 0\rangle$ to another particular zero-order level $|e, n_a, 0\rangle$ encompasses, in the exact molecular eigenstates picture, those molecular eigenstates $|e, j\rangle$ which contain contributions from $|e, n_a, 0\rangle$,

$$|e, j\rangle = A_{j, n_a, 0} |e, n_a, 0\rangle + \sum_{n_a', n_b'} B_{j, n_a', n_b'} |e, n_a', n_b'\rangle.$$  \hspace{1cm} (3.3)

Assuming that the intramolecular coupling $W$ is much smaller than the energy spacing between the primary zero-order states $|e, n_a, 0\rangle$ leads to the following picture. Each exact $|e, j\rangle$ state corresponds to a single primary $|e, n_a, 0\rangle$ state and a group of quasidegenerate $|e, n_a', n_b'\rangle$ states with $n_a' < n_a$. The number of zero-order states contributing to the right-hand side of eq. (3.3) is of the order of $(|W|\rho)^2$, where $\rho$ is the density of levels in the $\{e, n_a', n_b'\}$ manifold.

In the Condon approximation, the total radiative lifetimes of the different rovibronic states $|e, n_a, n_b\rangle$ are the same for all levels. Therefore, the same is also true for the levels $|e, j\rangle$ which diagonalize the molecular Hamiltonian. The total width of a zero-order molecular level $|e, n\rangle$, where $n = (n_a, n_b)$, is

$$\gamma_n = \gamma^R + \gamma^NR,$$  \hspace{1cm} (3.4)

where $\gamma^R$ is the radiative width and $\gamma^NR$ is the nonradiative width associated with radiationless electronic transitions.

Let us begin by discussing the IVR problem using a much simplified scenario. If the molecule is initially cold, i.e., in the state $|g, 0, 0\rangle$, an incident pulse which is extremely narrow in energy may induce transitions to a single $|e, n_a, 0\rangle$ level. This assumption is valid if the spacing between $|e, n_a, 0\rangle$ levels is larger than the bandwidth of the radiation. Under these conditions, the excited zero-order states which participate in the absorption–emission process are the state $|e, n_a, 0\rangle$ and a group of states $|e, n_a', n_b'\rangle$ which are degenerate with it to within an energy range of order $W$. The latter are radiatively coupled to the ground levels (other than $|g, n''_a, 0\rangle$, which is coupled to $|e, n_a, 0\rangle$), and relaxed fluorescence arises from this coupling. Denote

$$|e, n_a, 0\rangle = |s\rangle, \quad \{e, n_a', n_b'\} = \{|e\rangle\}.$$  \hspace{1cm} (3.5)

Ground-state levels to which $|s\rangle$ and $|l\rangle$ are coupled radiatively are denoted by $\{|m\}\}. We sometimes use $|m\rangle$ to denote a level (like $|g, 0, 0\rangle$) which is coupled to $|s\rangle$ but not to the levels $\{|l\}\}$. The model is shown in fig. 3a. In the corresponding exact molecular states picture, fig. 3b, the group of levels $|s\rangle$, $\{|l\}\}$ is replaced by the group $\{|j\}\}$ which are obtained as a linear combination of $|s\rangle$ and $\{|l\}\}$ states which diagonalize the hamiltonian $H^N_0 + W$.

The most significant difference between the model discussed here and similar models used before for the theory of electronic radiationless transitions is that the underlying continua (fig. 3) which provide the “bath” for the decay of the initially prepared level, are optically active. The emission from these
states constitutes the relaxed part of the fluorescence as discussed above. Now we explore the implications of this emission process on the line shape and time evolution of molecular fluorescence spectra.

3.3. Long-time experiments

In the intermediate level structure case, the decay widths $\gamma_j$ (eq. 3.4) of the individual exact molecular levels are smaller than their averaged spacing

$$\gamma_j < (\hbar \rho)^{-1}. \quad (3.6)$$

with $\rho$ being the density of states. This implies that in a continuous excitation experiment or using a pulse long enough to resolve the individual levels the resulting fluorescence arises from an individual level $|e_j\rangle$ (eq. 3.3). Therefore:

1. In a long-time pulse experiment the fluorescence decays exponentially with lifetime $\tau_j = \hbar / \gamma_j$.

2. The relative intensities of different absorption or fluorescence excitation lines (corresponding to different $|e_j\rangle$ levels) are given by [cf. eq. (3.4)] $|A_{j,n,o}|^2$.

3. The fluorescence spectrum does not evolve in time.

In practical experimental scenarios, these conclusions (which apply to an ideal case) apply with modifications. For one thing, even in the coldest supersonic beam experiments, the initial state is not a single molecular eigenstate, but includes at least a few rotational states. Hence, the fluorescence spectrum contains contributions from a number of initial rotational levels, and this superposition tends to wash out some of the described structure. Note that IVR does not lead to broadening of individually
resolved molecular transitions in the intermediate case, whereas there is broadening in the extreme statistical limit. As the density of states increases, the energy spacing becomes smaller than the widths \( \hbar \gamma_j \) and so it becomes impossible to excite individual molecular eigenstates even with an ideally monochromatic radiation.

In the statistical limit (see below), the manifolds \( |e, n_a', n_b'\rangle \) become dissipative continuua for intramolecular decay of the initially excited level \( |e, n_a, 0\rangle \). The decay rate is then given by the Golden Rule formula

\[
\Gamma_n = 2\pi \sum_{n'_a < n_a} \left[ \sum_{n_b} |\langle e, n|W|e, n'\rangle|^2 \delta\left(\sum_\alpha \omega_{e\alpha} n_a^{\alpha} - \sum_\beta \omega_{e\beta} n_b^{\beta}\right)\right],
\]

where \( n \) and \( n' \) are short-hand for \( (n_a, 0) \) and \( (n_a', n_b') \). The absorption lineshape to the resonance centred around the zero-order state \( |e, n, 0\rangle \) becomes, in the extreme statistical limit, approximately a Lorentzian with a width \( \Gamma_n + \gamma_n \) consisting of contributions corresponding to vibrational, radiationless electronic, and radiative relaxation. The relative yields of the direct versus relaxed fluorescence can be calculated by using a “kinetic” approach [Nitzan et al. 1971; Mukamel and Nitzan 1977], which is justified in this case because the random nature of the coupling matrix elements ensures the absence of interference effects [Freed and Nitzan 1980].

### 3.4. Short-time experiments

Now we consider the case where the excitation pulse is short enough in time, and broad enough in energy so that a zero-order nonstationary state \( |e, n_a, 0\rangle \) is prepared. In terms of exact molecular eigenstates \( |e, j\rangle \) the initial state is [cf. eq. (3.3)]

\[
|\psi(0)\rangle = |e, n_a, 0\rangle = \sum_j A_{j; n_a, 0}^* |e, j\rangle.
\]

To achieve this initial excitation, the pulse time has to be much shorter than the inverse energy span of the states \( |e, j\rangle \) with \( A_{j; n_a, 0} \) different from zero (fig. 4). The pulse bandwidth has to be smaller than the energy spacing between \( |e, n_a, 0\rangle \) levels. Assuming that these conditions hold, we can analyze the molecular fluorescence in terms of the simplified model defined in section 3.2 and depicted in fig. 3. In terms of this model, the zero-order level structure, the corresponding exact-states manifold and a characteristic absorption spectrum corresponding to the sparse intermediate (of level spacings larger than level widths) and the dense intermediate (level spacings much smaller than level widths) cases are shown in fig. 5. Note that by level widths we mean the sum of radiative and electronic nonradiative widths rather than widths associated with IVR.

To appreciate the significance of the emission spectra displayed in fig. 5, consider first the two emission lines which correspond to two different final (ground state) levels \( |m_s\rangle \) and \( |m_r\rangle \). Suppose that in the zero-order representation, \( |m_s\rangle \) is exclusively coupled (via \( \mu \), the molecule–radiation field interaction) to \( |s\rangle \), while \( |m_r\rangle \) is coupled to another zero-order level \( |r\rangle \) which belongs to the \( \{|l\}\) manifold, i.e., if the molecule is initially in \( |m_s\rangle \), a broad-band pulse will prepare it in state \( |s\rangle \). If the initial state is \( |m_r\rangle \), similar excitation will yield the state \( |r\rangle \). Figure 6 shows this situation in the dense intermediate case together with the schematic description of the emission lineshape for transitions that end in the \( |m_s\rangle \) and \( |m_r\rangle \) levels. Note that by definition, the \( |s\rangle \rightarrow |m_s\rangle \) transition constitutes a line in the direct (unrelaxed) fluorescence spectrum, whereas the \( |r\rangle \rightarrow |m_s\rangle \) emission constitutes one (of many
overlapping) contributions to the relaxed emission (see also Mukamel [1985]). \( |s\rangle \) and \( |r\rangle \) are, however, linear combinations of the exact energy eigenstates \( |j\rangle \). Therefore, in the intermediate regime, each of these lines could, in principle, be resolved to the different \( |j\rangle \) levels, as shown in fig. 6.

At any time following the initial preparation of the excited molecule, the integrated intensity of the emission associated with the transition into the ground level \( |m_p\rangle \) is proportional to the population in level \( |p\rangle \), i.e. \( |\langle p | \psi(t) \rangle|^2 \), where \( |\psi(t)\rangle \) is the molecular state at time \( t \), and \( |p\rangle \) is the excited zero-order state which carries all the oscillator strength for transitions from \( |m_p\rangle \) in the spectral region of interest [Mukamel and Jortner 1977]. Note that \( |p\rangle \) can be the initially excited level \( |s\rangle \) or any other
zero-order level belonging to the manifold \{\ket{l}\}. In the rest of this section we assume that the condition under which the populations of the zero-order levels determine the instantaneous emission spectra is satisfied. The intensity of the direct (unrelaxed) emission at time $t$ is proportional to the population

$$P_s(t) = \abs{\langle s | \exp(-iHt) | s \rangle}^2$$  \hfill (3.9)

(henceforth we set $\hbar = 1$), and the spectrally integrated intensity of the relaxed emission at a time $t$ is proportional to

$$P_L(t) = \sum_l P_l(t) = \sum_l \abs{\langle l | \exp(-iHt) | s \rangle}^2.$$  \hfill (3.10)

The evolution within the $|s\rangle - \{\ket{l}\}$ manifold in the model described in fig. 6 has been intensively studied in connection with the theory of intramolecular electronic relaxation. In the intermediate case
the population $P_s(t)$ evolves differently at short and long times. Immediately following the excitation, i.e., after $|\psi(t=0)\rangle = |s\rangle$ and during a time short compared to the inverse level spacing in the $\{|l\}\} \) manifold, the $\{|l\}\} \) manifold behaves as a continuum and the evolution of $P_s(t)$ proceeds as in the statistical limit (see below). The direct emission decays with the total rate $\gamma_s + \Gamma$, where $\gamma_s$ is the sum of the radiative and electronic radiationless widths of the levels $|s\rangle$ while $\Gamma$ is given by

$$
\Gamma = 2\pi \sum |W_{sl}|^2 \frac{1}{\pi} \left( \frac{1}{2} (\gamma_s + \epsilon_0) \right) = 2\pi \langle |W_{sl}|^2 \rho_l \rangle ,
$$

where $\gamma_s$ is the sum of the radiative and electronic nonradiative widths of the level $|l\rangle$, $\rho_l$ is the density of levels in the $\{|l\}\} \) manifold and $\epsilon_0$ is the uncertainty width (of the order $\tau_0^{-1}$) associated with the short observation time $\tau_0$ [Freed 1970].

At long times ($t$ greater than $\hbar \rho_j$), dephasing between the different levels due to their slightly different energies has taken place (however, in principle, this time may also be long enough for recurrences to take place). As in the previous section, the situation is best described in terms of the exact molecular eigenstates $|j\rangle$. The initial state is

$$
|\psi(t=0)\rangle = |s\rangle = \sum_j a_{sj} |j\rangle ,
$$

and at a time $t$ it evolves to

$$
|\psi(t)\rangle = \sum_j a_{sj} \exp(-iE_j t - \gamma_j t) |j\rangle .
$$

Equation (3.13) is based on the assumption that the damping matrix associated with the exact molecular eigenstates $|j\rangle$ is diagonal. This may be justified for the radiationless part of $\gamma_j$ invoking the random-like nature of intramolecular coupling between vibrational levels. It is also true for the radiative part of $\gamma_j$ because the total radiative lifetime is the same for all rovibronic levels corresponding to a given electronic state. Equation (3.13) leads to

$$
P_s(t) = |\langle s|\psi(t)\rangle|^2 = \sum_j |a_{sj}|^2 \exp(-\gamma_j t) + 2 \sum_{j \neq j'} |a_{sj}|^2 |a_{sj'}|^2 \exp[-\frac{1}{2} (\gamma_j + \gamma_{j'}) t] \cos(\omega_{jj'} t) ,
$$

where $\hbar \omega_{jj'} = E_j - E_{j'}$. The second term in the right-hand side of eq. (3.14) describes quantum beats in the fluorescence. However, if more than just a few levels contribute, the sum of oscillating terms averages for $t > \hbar \rho_j$ to a vanishingly small contribution. This subject is further discussed in the next section. When these oscillations may be disregarded, we obtain (for long enough time)

$$
P_s(t) = \sum_j |a_{sj}|^4 \exp(-\gamma_j t) .
$$

If there are approximately $N \geq 2$ strongly coupled $s$ and $l$ levels participating in this process, we may invoke the simplest statistical model of egalitarian mixing so that

$$
|a_{sj}|^2 = N^{-1} .
$$
We then have

\[ P_s(t) = \begin{cases} \exp[-(\gamma_s + \Gamma)t] & \text{(short time)}, \\ (1/N) \exp(-\gamma t) & \text{(long time)}. \end{cases} \]  

(3.17)

(3.18)

The number \( N \) of effectively coupled levels may be estimated from

\[ N \equiv \Gamma \rho = 2 \pi |W|^{2} \rho^2. \]  

(3.19)

The only difference between the present situation and that encountered in the theory of electronic relaxation lies in the fact that in most electronic relaxation problems the real-life counterpart of the manifold \( \{|l\rangle \} \) does not carry significant oscillator strength for radiative emission. The observed radiative lifetime (that is, the radiative part in \( \gamma_j \)) is then of the order \( \gamma^R_s/N \). In the current treatment, \( \gamma^R_s, \gamma^R_i \) and \( \gamma^R_j \) are all equal.

The level widths

\[ \gamma_s = \gamma^R_s + \gamma^R_{\text{NR}} \]  

(3.20)

and

\[ \gamma_i = \gamma^R_i + \gamma^R_{\text{NR}} \]  

(3.21)

have approximately the same order of magnitude. If we make the simplifying assumption that they are the same (which is rigorously true if variations in the nonradiative width are neglected), we can obtain also the time evolution of the integrated relaxed fluorescence. The individual \( P_i(t) \) are fluctuations within the egalitarian model, having zero average. Their sum, however, is readily evaluated by using the sum rule

\[ P_s(t) + \sum_i P_i(t) = \exp(-\gamma t), \]  

(3.22)

where \( \gamma = \gamma_s = \gamma_i \), to obtain

\[ \sum_i P_i(t) = \exp(-\gamma t)[1 - \exp(-\Gamma t)] \]  

(short time);  

\[ \sum_i P_i(t) = \frac{N - 1}{N} \exp(-\gamma t) \]  

(long time).  

(3.23)

Equations (3.17), (3.18) and (3.23) lead to the following important conclusion. When quantum beats in the fluorescence are absent, the time evolution of the molecular fluorescence spectrum (i.e., transfer of intensity from direct to relaxed emission bands) takes place only during the initial short dephasing period. This may also be concluded using the exact molecular states representation. Following the initial dephasing, each level \( |j\rangle \) evolves in time essentially independently of other levels and contributes to the emission spectrum direct and relaxed components as discussed in section 3.3. These components decay with lifetime \( \gamma_j \) and any evolution in the structure of the emission spectrum in the post-dephasing period is due to the accidental differences between different lifetimes \( \gamma_j^{-1} \) of the different \( j \) levels.
3.4.1. The statistical limit

As seen from eqs. (3.17) and (3.18), as the number \( N \) of effectively coupled levels within the \( |s\> - \{|l\} \) manifold becomes very large, the long-time component in the evolution of \( P_s(t) \) becomes negligibly small, \( P_s(t) \) decays exponentially practically to zero with the rate \( \gamma + \Gamma \). In most cases of electronic radiationless relaxation, fluorescence is observed to decay on this timescale. In the present case eq. (3.23) indicates that the total population of the \( \{|l\} \) states, which determine the intensity of the relaxed fluorescence, decay on the long-time scale with a rate \( \gamma = \langle \gamma \rangle \) following an initial rapid rise. The situation is very similar to that discussed by Nitzan et al. [1972] in connection with consecutive electronic relaxation. It is important to note that as long as quantum beats are not observed and as long as no attempt is made to resolve the intermediate level structure in the emission, the statistical limit and the intermediate case differ only by the magnitude of the number \( N \) which enters into eqs. (3.17), (3.18) and (3.23).

An interesting question that has not been addressed before concerns the population of different levels \( |l\> \) in the \( \{|l\} \) manifold during the vibrational relaxation. Consider again the model shown in fig. 6, and focus attention on the statistical limit (or the short-time evolution in intermediate cases). Usually, the time evolution within the \( |s\> - \{|l\} \) manifold is determined by disregarding the anharmonic coupling \( W \) between the \( |l\> \) levels, denoted by \( W_2 \) in fig. 2. The usual argument given is that as long as we are interested only in \( P_s(t) \) we can perform a partial diagonalization of the Hamiltonian matrix and obtain a set of \( \{|l\} \) states which are not coupled to each other. The results for the populations \( P_s(t) \) and \( P_l(t) \) for this case are well-known [Goldberger and Watson 1969],

\[
P_s(t) = \exp[-(\gamma + \Gamma)t], \tag{3.24a}
\]
\[
P_l(t) = \frac{|W_{ls}|^2 \exp(-\gamma t)}{E_{ls}^2 + (\gamma \Gamma)^2} \left[ 1 + \exp(-\Gamma t) - 2 \exp(-\frac{1}{2} \Gamma t) \cos(E_{ls} t) \right], \tag{3.24b}
\]
\[
E_{ls} = E_s - E_l, \quad \Gamma = 2\pi \langle W_{ii}^2 \rho_l \rangle.
\]

In the present case we are interested not only in \( P_s(t) \), but also in \( P_l(t) \). The sum \( \Sigma_l P_l(t) \) which determines the integrated relaxed fluorescence is given by eq. (3.23). Individual populations \( P_l(t) \) may be useful for sorting out different contributions to the relaxed spectrum. For this purpose we would like to keep the original character and symmetry of the \( |l\> \) states, and in particular the selection rules associated with their symmetry. We therefore need a solution to the problem where the coupling between the \( |l\> \) states is not disregarded.

Such a solution can be obtained in the statistical limit within the framework of the random coupling model [Kay 1974; Heller and Rice 1974; Gelbart et al. 1975; Druger 1977a,b; Carmeli and Nitzan 1980a,b; Carmeli et al. 1980]. In this model, the coupling matrix elements between any two states in the \( |s\> - \{|l\} \) manifolds are regarded as random functions of the state index. This picture is justified for matrix elements involving excited vibrational wavefunctions because of the highly oscillatory nature of these functions. We are interested in \( P_s(t) \) and \( P_l(t) \), given that \( P_s(t=0) = 1 \), where the levels \( |s\> \) and \( |r\> \) are particular members of a dense set of coupled states. The level \( |s\> \) is unique only because it is the only one accessible from the ground state and may therefore be prepared initially. The results are [Freed and Nitzan 1980]

\[
P_s(t) = \exp[-(\gamma + \Gamma)t], \tag{3.25}
\]
\[ P_r(t) = \frac{2(W^2)}{E_{rs}^2 + \Gamma^2} \{ 1 - \exp(-\Gamma t) \cos(E_{rs} t) - (\Gamma/E_{rs}) \exp(-\Gamma t) \sin(E_{rs} t) \} \]  

(3.26)

As expected, the time evolution of the initially populated state is the same in this model as for the simplified model which leads to eq. (3.24). The time dependence of \( P_r(t) \) (for \( r \) different from \( s \)) is different, but the qualitative behavior is similar. The most significant difference between eqs. (3.24b) and (3.26) lies in the fact that the latter predicts that the population spread over zero-order levels in a (zero-order) energy range is twice as large as that obtained in eq. (3.24b). This occurs because in the model which leads to (3.26), each level has an anharmonic width \( \Gamma \), while in the model without coupling between the \( \{|l\rangle\} \) levels only the initially excited level is assigned such a width.

3.5. Quantum beats

In bulk room temperature experiments involving relatively large numbers of molecules, quantum beats in the fluorescence are not observed. The initial thermal distribution of rotational states is carried over into the excited state and any oscillations in the fluorescence originating in these incoherently excited rotational levels are averaged out. With low beam temperatures the rotational structure can be eliminated and beats are observed (e.g., Laubereau et al. [1976], Chaiken et al. [1979], Van der Meer et al. [1982a], Felker et al. [1982], Okajima et al. [1982], Felker and Zewail [1984, 1985a], Rosker et al. [1986], Ha et al. [1986]).

The observability of quantum beats in molecular fluorescence depends on another factor related to the theorem mentioned in section 3.4. To understand the implications of this theorem, consider the three-level model in fig. 7. The ground state \( |g\rangle \) is radiatively coupled to zero-order level \( |s\rangle \) but not to \( |r\rangle \), \( |s\rangle \) and \( |r\rangle \) are coupled by the intramolecular coupling \( W \). Partial diagonalization of the

![Fig. 7. A three-level model for quantum beats. (From Freed and Nitzan [1980]).](image-url)
Hamiltonian leads to exact molecular eigenlevels $|i\rangle$ and $|j\rangle$ which are linear combinations of the states $|s\rangle$ and $|r\rangle$ which diagonalize the Hamiltonian $H^0 + W$. Both $|i\rangle$ and $|j\rangle$ contain contributions from $|s\rangle$ and both are therefore coupled radiatively to $|g\rangle$. We assume that the energy spacing $E_{ij} = E_i - E_j$ is large relative to the level widths so that the levels $|i\rangle$ and $|j\rangle$ can be selectively excited. A broad band, short-time pulse excitation of the system which is in $|g\rangle$ initially leads to a coherent linear combination of the $|i\rangle$ and $|j\rangle$ states,

$$|\psi(t = 0)\rangle = |s\rangle = a_{si}|i\rangle + a_{sj}|j\rangle,$$

which evolve in time according to

$$|\psi(t)\rangle = a_{si}\exp(-iE_it - \frac{1}{2}\gamma_i t)|i\rangle + a_{sj}\exp(-iE_jt - \frac{1}{2}\gamma_j t)|j\rangle,$$

where $\gamma_i$ and $\gamma_j$ are the radiative widths of these two levels. For times longer than the inverse energy spacing $1/E_{ij}$ the emission spectrum can be resolved; the intensity of the line at energy $E_{ig}$ is

$$\gamma_i P_i(t) = \gamma_i |a_{si}|^2 \exp(-\gamma_i t).$$

As long as these two emission components are resolved, no quantum beats are expected in the corresponding intensities.

Consider now the total integrated intensity. We have shown that this is proportional to the population of the zero-order $|s\rangle$ level, obtained by taking $n = 2$ in (3.14), viz.,

$$P_s(t) = |\langle s|\psi(t)\rangle|^2 = |a_{si}|^4 \exp(-\gamma_i t) + |a_{sj}|^4 \exp(-\gamma_j t) + 2|a_{si}|^2|a_{sj}|^2 \exp[-\frac{1}{2}(\gamma_i + \gamma_j)t]\cos(E_{ij}t).$$

Quantum beats should be observed in the integrated intensity for

$$E_{ij} > \frac{1}{2}(\gamma_i + \gamma_j).$$

The observation of quantum beats in fluorescence spectra depends on the mode of detection. Beats are not expected in the resolved components but, when some other conditions are fulfilled, should be observed in the total intensity of the emission which corresponds to a particular zero-order level. These beats can be suppressed by increasing spectral resolution.

4. Vibrational energy transfer in model nonlinear oscillator chains; the Fermi–Pasta–Ulam paradox and the Kolmogorov–Arnol’d–Moser theorem

In this and the next section, we review theories which adopt a more microscopic view of vibrational energy transfer processes. These are classical mechanical treatments which, while not strictly applicable to molecular systems away from the correspondence-principle limit, have guided subsequent developments significantly.
4.1. The Fermi–Pasta–Ulam (FPU) paradox

Until the relatively recent exploration of chaotic phenomena, it was generally believed that when a large number of linear harmonic oscillators are suitably coupled by nonlinear forces, an approach to equilibrium would ensue. This belief was based on the work of Poincaré [1890, 1957], further supported by Whittaker [1944], and Fermi’s theorem [Fermi 1923; Ter Haar 1954], which stated that weakly coupled nonlinear systems will exhibit the ergodic behavior necessary for an approach to equilibrium. For a finite number of oscillators, deviations from equilibrium are expected [Mazur and Montroll 1960] and the system will return to its initial conditions because of Poincaré recurrences. However, when the number of oscillators is large, the Poincaré period is presumed large [McLennan 1959] and deviations from equilibrium rare [Mazur and Montroll 1960].

Fermi, Pasta and Ulam [1955] tried to illustrate the expected approach to equilibrium by observing the equipartition of energy among normal modes of a system of one-dimensional oscillators obeying equations of the type

\[ \frac{d^2 y_i}{dt^2} = (y_{i+1} - 2y_i + y_{i-1}) + \alpha [(y_{i+1} - y_i)^2 - (y_{i+1} - y_{i+2})^2], \]

where \( i \) runs over the positive integers from unity to as high as 64. Here \( \alpha \) is chosen to be sufficiently small that the nonlinear terms can be treated as a small perturbation. Using the then-new MANIAC-I computer at Los Alamos, they solved eq. (4.1) numerically and calculated the energy in each normal mode as a function of time. These calculations revealed no tendency towards equipartition of energy among the normal modes. Various initial conditions were used and various couplings were considered without changing the outcome significantly. Energy was shared by only a few modes in a periodic fashion reminiscent of the energy sharing between two vertical pendulums hanging from the same horizontal string. These results were in contradiction to the previously widely held notions concerning the approach to equilibrium.

The unexpected result of the FPU calculation was qualitatively explained by Ford [1961]: a system of harmonic oscillators (which, in this case, are the normal modes of the chain system) weakly coupled by nonlinear couplings will not achieve equipartition of energy as long as the frequencies \( \omega_k \) are linearly independent on the integers, i.e., as long as there is no collection of integers \( \{ n_k \} \) for which

\[ \sum_{k=1}^{N-1} n_k \omega_k = 0 \]

other than \( \{ n_k \} = 0 \). These frequency matchings are known as “internal resonances” in the terminology of Kryloff and Bogoliuboff [1947], and play a crucial role in the proof of Poincaré’s theorem mentioned above [Poincaré 1890, 1957], as well as in Whittaker’s construction [Whittaker 1944] of the constants of motion called for in Poincaré’s theorem. Physically, the linear independence of uncoupled frequencies means that none of the interacting oscillators drives another at its resonance frequency, and this lack of internal resonance precludes appreciable energy sharing in the limit as the coupling tends to zero. Ford showed that for the system selected by FPU there were no such active resonances. Further (and quantitative) treatments of the FPU paradox were performed by Jackson [1963a,b] and Zabusky and Kruskal [1965]. The first explanation in terms of “overlapping resonances” appeared in Izrailev and Chirikov [1966].
Ford's perturbation-theoretical reasoning was further extended by Jackson [1963a,b] who was able to provide a quantitative explanation of the FPU results. It was also Jackson who pointed out that Fermi's theorem [Fermi 1924; Ter Haar 1954] was valid far less often than it was presumed at the time. Concurrently, Ford and Waters [1963] provided a computer study of energy sharing and ergodicity in coupled nonlinear oscillator systems, in which they underscored the importance of the internal resonance conditions, eq. (4.2), by building resonances into their coupled system and observing their effect on the energy sharing. The recurrences observed in the linear chain systems were analyzed and explained by Zabusky and Kruskal [1965] with their introduction of solitons [Collins 1981]. As seen before [Jackson 1963a,b] these researchers also found that integrable approximations would reproduce the FPU results, and the system was not chaotic.

Indeed, by this time, the earlier results by Kolmogorov [1954], Arnol'd [1963a,b] and Moser [1962] had begun to be appreciated. Contrary to the expectation of the appearance of statistical properties in weakly nonlinear systems, these results (subsequently known as the KAM theorem, see below) indicated that for sufficiently small perturbations, the motion of a nonlinear system retains its quasiperiodic nature. It also indicated that there would be a critical perturbation when stochasticity sets in. Such an estimate was provided by Chirikov [1960], and Izrailev and Chirikov [1966] by means of the so-called “resonance overlap” criterion. These issues will be discussed more fully by J. Ford in a review in Physics Reports.

4.2. The Kolmogorov–Arnol'd–Moser (KAM) theorem and nonlinear resonances

In attempting to determine the behavior of nonlinear oscillator systems governed by the Hamiltonians of the form

\[ H = H_0 + V, \] (4.3)

where \( H_0 \) represents an integrable system of oscillators and where \( V \) represents a weak nonlinear and nonintegrable perturbation, most investigators had proceeded along two divergent paths. One approach assumes that the weak perturbation \( V \) changes the unperturbed motion only to the extent of slightly shifting the frequencies of the motion and introducing small nonlinear harmonics. This approach is used most often when the number of oscillators is small and is exemplified in certain perturbation expansions due to Poincaré [1957], Kryloff and Bogoliuboff [1947], and Birkhoff [1927]. The second approach assumes that \( V \), even though it is weak, has a profound and pathological effect on the unperturbed motion, converting it into ergodic motion. This latter approach uses the methods of statistical mechanics (presumed valid when the number of oscillators is large) and is exemplified in the work of Fermi [1923] and Peierls [1929].

A brief article by Kolmogorov [1954] enunciated a theorem which provided the cornerstone for linking these two divergent views on the effects of the weak perturbation \( V \). Kolmogorov did not present a detailed proof of his theorem; the missing proof, which is quite long and mathematically sophisticated, was given almost a decade later by Arnol'd [1963a] and independently by Moser [1962]. The theorem was made known and accessible to many scientists by, among others, the work of Walker and Ford [1969] on coupled two-degree of freedom systems. And it is on these low-dimensional systems that we would like to illustrate the theorem. When action–angle variables \((J_1, \phi_1)\) are introduced for a two-oscillator system, the Hamiltonian (4.3) can be rewritten

\[ H = H_0(J_1, J_2) + V(J_1, J_2, \phi_1, \phi_2). \] (4.4)
If we set $V=0$, then Hamiltonian (4.4) generates motion for which the actions $J$ are constant, and

$$\phi_i = \omega_i(J_1, J_2)t + \phi_{i0},$$

where the unperturbed frequencies $\omega_i$ are given by

$$\omega_i = \frac{\partial H_0}{\partial J_i}. \quad (4.5)$$

Following Kolmogorov, we view the unperturbed motion in phase space as lying on two-dimensional tori where $(\phi_1, \phi_2)$ are the angle coordinates on the torus and $(J_1, J_2)$ are the radii of the tori. By assuming that $V$ is sufficiently small and by assuming that the Jacobian of the frequencies

$$\frac{\partial(\omega_1, \omega_2)}{\partial(J_1, J_2)} \neq 0, \quad (4.6)$$

Kolmogorov, Arnol’d and Moser (KAM) were able to show that most of the unperturbed tori bearing conditionally periodic motion with incommensurate frequencies continue to exist, being only slightly distorted by the perturbation. On the other hand, the tori bearing periodic motion, or very nearly periodic motion, with commensurate frequencies, or with incommensurate frequencies whose ratio is approximated very well by $(r/s)$ where $r$ and $s$ are relatively small integers, are grossly deformed by the perturbation and remain no longer close to the unperturbed tori. Since the unperturbed tori with commensurate frequencies which are destroyed by the perturbation are dense everywhere, it is remarkable that KAM are able to show that the majority (in the sense of measure theory) of initial conditions for Hamiltonian (4.3) lie on the preserved tori bearing conditionally periodic motion when $V$ is sufficiently small.

Thus for small $V$, the KAM theorem says that for most initial conditions Hamiltonian (4.3) generates nonergodic motion. This justifies the view that the perturbation $V$ largely serves only to change the frequencies slightly and to introduce small nonlinear harmonics into the motion. Nevertheless, the relatively small set of initial conditions leading to motion not on preserved tori are, from a physical point of view, pathologically interspersed between the preserved tori. Thus, if Hamiltonian (4.4) is ever to provide generally ergodic motion best described in terms of statistical mechanics, the source of such behavior must lie in the reasons for the very existence of this relatively small set of destroyed tori.

4.3. The onset of stochasticity

As far as intramolecular energy transfer is concerned, it would be very desirable to have practical guidelines for the onset of instability in coupled oscillator systems. With this practical aim in mind, as well as preparation for later applications, we will follow the lead of Walker and Ford [1969] and concentrate on analyzing the onset of ergodic behavior in a two-degree of freedom oscillator system.

Let us expand the $V$ of Hamiltonian (4.4) in a Fourier series and write

$$H = H_0(J_1, J_2) + f_{mn}(J_1, J_2) \cos(m\phi_1 + n\phi_2) + \cdots, \quad (4.7)$$

where we have explicitly written only one term in the series. The KAM formalism seeks to eliminate the angle-dependent terms using a convergent sequence of canonical transformations, each of which is close to the identity transformation, thus obtaining a Hamiltonian which is a function of the transformed action variables alone and is close to the initial Hamiltonian (for explicit implementations in the chemical physics literature, see Chapman et al. [1976], Swimm and Delos [1979], Jaffé and Reinhardt [1982]). If this can be accomplished in some general sense, then one immediately finds that the perturbed motions lie, for the most part, on tori close to the unperturbed tori.
As an example, let us eliminate the explicit angle-dependent term in the Hamiltonian (4.7) by introducing the canonical transformation generated by [Goldstein 1980]

\[ F_2 = J'_1 \phi_1 + J'_2 \phi_2 + B_{mn}(J'_1, J'_2) \sin(m \phi_1 + n \phi_2), \]  

(4.8)

where \((J'_1, J'_2)\) are transformed action variables to be determined. We note that if \(B_{mn} = 0\), we have the identity transformation. Introducing the canonical transformation generated by (4.8) into Hamiltonian (4.7), we obtain

\[ H = H_0(J'_1, J'_2) + \left\{ [m \omega_1(J'_1, J'_2) + n \omega_2(J'_1, J'_2)]B_{mn}(J'_1, J'_2) + f_{mn}(J'_1, J'_2) \right\} \cos(m \phi_1 + n \phi_2) + \cdots, \]

(4.9)

\[ \omega_i(J'_1, J'_2) = \frac{\partial H_0(J'_1, J'_2)}{\partial J_i}. \]

We may eliminate the given angle-dependent term by setting

\[ B_{mn}(J'_1, J'_2) = -\frac{f_{mn}(J'_1, J'_2)}{m \omega_1(J'_1, J'_2) + n \omega_2(J'_1, J'_2)}, \]

(4.10)

and provide that the denominator in eq. (4.10) is not zero or very small compared with \(f_{mn}\). If it is very small, the coefficient \(B\) is large, the transformation generated in eq. (4.7) is not close to the identity transformation, and the transformed coordinate motion is not close to the unperturbed motion. As a consequence, if there exists a band of frequencies \(\omega_i\) for the Hamiltonian (4.4) satisfying

\[ |m \omega_1(J_1, J_2) + n \omega_2(J_1, J_2)| \ll |f_{mn}(J_1, J_2)|, \]

(4.11)

then the angle-dependent term \(\cos(m \phi_1 + n \phi_2)\) grossly distorts an associated zone of unperturbed tori bearing the frequencies satisfying the inequality (4.11).

Moreover, when a zone of unperturbed tori is grossly distorted by a specified angle-dependent term \(\cos(m \phi_1 + n \phi_2)\), one must in general anticipate that there will be a host of angle-dependent terms \(\cos(m' \phi_1 + n' \phi_2)\) in Hamiltonian (4.4) whose \(m'/n'\) ratios are sufficiently close to the specified ratio \(m/n\) that the analog of inequality (4.11) is satisfied for them also. Hence the zone of unperturbed tori distorted by \(\cos(m \phi_1 + n \phi_2)\) will simultaneously be affected by a large number of other angle-dependent terms. Physically speaking, inequality (4.11) is a resonance relationship which, if satisfied, asserts that \(\cos(m \phi_1 + n \phi_2)\) resonantly couples the oscillators when their frequencies lie in the designated band. If a number of angle-dependent resonant terms couple the oscillators in this band, then one has the situation envisioned in the quantum-mechanical Golden Rule in which an initial state is resonantly coupled to a density of final states leading to statistically irreversible behavior. In analogy, one would anticipate that the motion generated by Hamiltonian (4.4) in the overlapping resonant zones of destroyed tori is highly complicated and perhaps ergodic.

When \(V\) is very small and hence all \(f_{mn}\) are small, the inequality (4.11) shows that the resonance zones are very narrow. Moreover, KAM show that the totality of all resonant destroyed zones is small relative to the measure of the allowed phase space [Rosenbluth et al. 1966]. However, as the \(V\) and the \(f_{mn}\) increase, or equivalently as the total energy increases, one anticipates from inequality (4.11) that the measure of the overlapping resonant zones may increase until most of phase space is filled with highly complicated trajectories moving under the influence of many resonances. In short, the KAM
theory indicates the existence of an amplitude instability for conservative nonlinear systems which permits a transition from motion which is predominantly conditionally periodic to motion which is predominantly ergodic. The Walker and Ford paper [1969] establishes, in pictorial form, this transition and makes the influence of resonance zone overlap evident [Ford 1978; Berry 1978]; for the terminology, see Schewe and Gollub [1985]. For the transition from classical mechanics to statistical mechanics, see Ford [1975]; also Tabor [1981, 1989].

For systems with three or more degrees of freedom, the approach to stochasticity differs fundamentally from the preceding example [Lichtenberg and Lieberman 1983]. Briefly, resonances between oscillators in two degrees of freedom lead to the formation of resonance layers each of which plays host to stochastic motion. However, energy conservation prevents large excursions of the motion along the layer – only motion across the layer is important. For near-integrable systems with a weak perturbation, the stochastic layers are isolated by KAM surfaces. However, this is not true for resonance layers in three or more degrees of freedom. Instead, they intersect, forming a connected web dense in action space (for an illustration, see Tennyson et al. [1980]). Also, conservation of energy no longer prevents large stochastic motions of the actions along layers over long times. The system can therefore explore all regions of phase space consistent with energy conservation by stepping from layer to layer in this interconnected dense set of layers. The basic mechanism of diffusion along resonance layers is called Arnold diffusion [Arnold 1963b]. While there is no critical perturbation strength for its presence, Arnold diffusion is known to vanish with vanishing perturbation strength.

One of the first numerical demonstrations of an amplitude instability was made in an investigation of unimolecular dissociation by the chemical physicists Thiele and Wilson [1961] and Bunker [1962] (see the review by Hase [1976]). These investigators noted that for small-amplitude motion, the harmonic modes of model triatomic molecules exhibited very little mode-mode energy transfer. As the energy of the molecule was increased, an amplitude stability set in which allowed free and rapid interchange of energy between harmonic modes. Consequently, as the energy was further increased to slightly above that needed to dissociate one atom from the molecule, almost all initial configurations led to dissociation. Thiele and Wilson [1961], who were using coupled Morse oscillators, then used these results to argue that nonlinearity must be given a central role in developing a statistical theory of unimolecular reactions. While these molecular systems were not analyzed in terms of the KAM theorem, Walker and Ford have shown [1969] that the instability observed by Thiele and Wilson [1961] occurs concurrently with large-scale disappearance of preserved tori.

The second major numerical demonstration of amplitude instability occurred in an astronomical system, when Hénon and Heiles [1964] studied the Hamiltonian

\[ H = \frac{1}{2} (p_i^2 + q_i^2 + p_j^2 + q_j^2) + q_i^2 q_j^2 - \frac{1}{3} q_j^2, \quad (4.12) \]

which now bears their name. This Hamiltonian has made frequent appearances in the theory of molecular energy transfer where it describes a molecular potential with a \( C_3\) symmetry. Another popular system for demonstrating KAM instability is the Hamiltonian

\[ H = \frac{1}{2} \sum_k (p_k^2 + \omega_k^2 q_k^2) + \alpha \sum_{i,j,k} A_{ijk} q_i q_j q_k + \lambda \sum_{h,i,j,k} B_{hijk} q_h q_i q_j q_k. \quad (4.13) \]

The studies by FPU [1955], Ford and Waters [1963], Jackson [1963a,b] and Zabusky and Kruskal [1965] were done on Hamiltonians of this form. But Izrailev and Chirikov [1969] were the first to suggest that Hamiltonian (4.13) should exhibit a KAM instability leading to statistical behavior.
Many criteria have been proposed for the determination of the transition to global stochasticity [Chirikov 1960, 1979; Izrailev and Chirikov 1969; Jaeger and Lichtenberg 1972; Greene 1968, 1979; Escande and Doveil 1981; Percival 1974]. For a summary, see Lichtenberg and Lieberman [1983]; the subject has recently been reviewed by Escande [1985]. The earliest criterion, due to Chirikov [1960], is known as the “resonance overlap” criterion, and constitutes an approximate yet elegant and powerful intuitive device for understanding the physics of this transition. In its simplest form, it postulates that the last KAM surface between two lowest-order resonances is destroyed when the sum of the half-widths of their island separatrices (see section 5.1) formed by them (but calculated independently of each other) equals the distance between the resonances. The distances are measured either in frequency or action space, whichever is more convenient. Because of its highly practical prescription, this criterion has been widely used.

The effect of resonance overlap was exhibited by Ford and Lunsford [1979] on a multiple-oscillator system with very small nonlinear couplings. Among the numerous recent implementations of the “overlap of resonances” criterion are those of Rechester and Stix [1979], and Petrosky [1984]. Resonance overlap can occur for these systems in the limit of arbitrarily small couplings when the frequencies of the system fulfill commensurability conditions which allow the nonlinear couplings to couple all internal degrees of freedom. The stability of the periodic orbits for the Henon–Heiles oscillator was studied by Lunsford and Ford [1972], who were able to demonstrate the existence of a dense or nearly dense set of unstable periodic orbits throughout its stochastic (unstable) regions of phase space. They also showed the intimate relation between the Henon–Heiles system, the FPU system as well as the so-called Toda lattice [Lichtenberg and Lieberman 1983].

Energy transfer processes in nonlinearly coupled chains and, in particular, the approach to statistical equilibrium in such systems is still a subject of interest and research. For example, see Henry and Oitmaa [1983, 1985a,b], Florencio and Lee [1985], Henry and Grindlay [1986, 1987, 1988].

5. Classical microscopic theory of energy sharing; energy transfer through nonlinear resonances

In the previous section we have seen the crucial role that nonlinear (or “internal”) resonances play in causing instabilities in dynamical systems. The effect of resonances had been appreciated by molecular physicists before the study of intramolecular energy transfer since resonances showed up in the distortion of vibrational spectra. In fact, the splitting of the almost degenerate vibrational energy levels in the carbon dioxide molecule was explained by Fermi [1931] as being due to an almost exact 2:1 frequency resonance between the bending and the stretching modes of this molecule (for more recent treatments of the quantization and dynamics, see Heller et al. [1979, 1980], Noid et al. [1979], Sibert et al. [1983], Uzer [1984], Brabham and Perry [1984], Voth et al. [1984], Peyerimhoff et al. [1984], Voth and Marcus [1985], Kato [1985b], Baggott et al. [1985, 1986], Farrelly [1986a], Farrelly and Uzer [1986], Kellman and Lynch [1986a,b, 1988a,b], Martens and Ezra [1987a,b], Green et al. [1987], Wong et al. [1987], Quapp and Heidrich [1988], Quapp [1989], Colbert and Sibert [1989]).

Since these frequency resonances are central to both the dynamical and static properties of molecules, we will present the classical and quantum mechanics of energy transfer through a resonance. In reviewing this field, our task is considerably eased by the existence of several informative and comprehensive reviews and monographs: Ford [1973], Rice [1981], as well as Brumer [1981] and Tabor [1981, 1989], where the emphasis is on the onset of statistical behavior. Rather than recounting the material and the numerous references contained in these reviews, we will focus on developments of the intervening decade.
As an aside, much effort in chemical physics has gone into the related but distinct subject of semiclassical quantization of nonlinear dynamical systems (e.g., Eastes and Marcus [1974], Noid and Marcus [1975], Sorbie and Handy [1976], Chapman et al. [1976], Swimm and Delos [1979], Jaffé and Reinhardt [1982], Farrelly and Smith [1986], Farrelly [1986b], Ratner et al. [1987], Taylor and Grozdanov [1987], Gerber and Ratner [1988], De Leon and Mehta [1988], Kummer and Gompa [1988], Sibert [1988]). Comprehensive reviews on both general and special procedures are available (Noid et al. [1981a,b], Reinhardt [1982], Delos [1986], Bowman [1986], Ezra et al. [1987], Reinhardt and Dana [1987], Skodje and Cary [1988], Reinhardt [1989]).

5.1. Nonlinear resonances and the classical mechanics of the pendulum

Like many other applications of nonlinear dynamics in molecular physics, the pendulum or the hindered rotor picture originated in plasma physics research. This paradigmatic picture was recognized and developed [Chirikov 1959; Zaslavskii and Filonenko 1968] to understand the trapping of charged particles. Soon it was realized that this picture could be applied generally to a number of other trapping phenomena, including trapping and leakage in phase space. For an extensive review of the derivation of the pendulum picture the reader is referred to Chirikov [1979], as well as to standard texts [Lichtenberg and Lieberman 1983, Zaslavsky 1985]. For our purposes, the following brief derivation (see section 4.3) will suffice [Brumer 1981].

Suppose one is considering the dynamics of a coupled oscillator system, the zero-order frequencies of which have a resonance, i.e. a commensurability relation, like eq. (4.2). It is convenient and customary to analyze the nonlinear coupling in terms of the action–angle variables of the unperturbed system, \((J, \phi)\),

\[
H(J, \phi) = H_0(J) + \sum_{m} V_m(J) \exp(i m \cdot \phi),
\] (5.1)

where \(m\) is a multidimensional vector of integers. In particular, for two coupled oscillators,

\[
H(J, \phi) = H_0(J) + \sum_{m_1, m_2} V_{m_1, m_2}(J) \exp[i(m_1 \phi_1 + m_2 \phi_2)],
\] (5.2)

or concentrating on a single resonance,

\[
H(J, \phi) = H_0(J) + V_{m_1, m_2}(J) \exp[i(m_1 \phi_1 + m_2 \phi_2)].
\] (5.3)

If the system contains a resonance,

\[
m_1 \omega_1(J) + m_2 \omega_2(J) = 0,
\] (5.4)

for a particular set of action \(J'\), then terms like \(\exp[i(m_1 \phi_1 + m_2 \phi_2)]\) are slowly varying in time (cf. the small-denominator problem in the preceding section). Introducing the new independent angle variables,

\[
\psi_k = \sum_{i=1}^{2} \mu_{ki} \phi_i \quad (k = 1, 2),
\] (5.5)

where \(\mu_{ki}\) are constants such that \(\mu_{11} = m_1, \mu_{12} = m_2, \mu_{21} = m_1, \mu_{22} = m_2\). The new actions \(I\) are
obtained by the generating function

\[ F_2(I, \phi) = \sum_{i=1}^{2} \left( I_i^2 + \sum_{k=1}^{2} I_k \mu_{ki} \right) \phi_i, \]

(5.6)
giving

\[ I_k = \sum_i (I_i - I_i') \mu_{ik}^{-1}, \]

(5.7)

where \( \mu_{ik}^{-1} \) are matrix elements of the matrix \( \mu^{-1} \).

The new momenta \( I \) measure deviations from \( I' \). Since \( \psi \) does not occur in the resonance Hamiltonian (5.3), \( I_2 \) is a constant of the motion, and (5.3) can be rewritten

\[ H_r(I, \psi) = \sum_{i,k} I_k \mu_{ki} \omega_i + \sum_{k,i} \frac{I_k I_i}{2M_{ki}} + V_{m_1m_2}(I) \cos \psi_i. \]

(5.8)

Here, \( M_{kl} = \sum_{i,j} \mu_{kl}(\partial\omega_i/\partial I_j) \mu_{ij} \) is a generalized mass.

At the resonance center, (5.4) can be applied, and (5.8) becomes

\[ H_r(I, \psi) = \left( \frac{1}{2M_{11}} \right) I^2 + V(I') \cos \psi. \]

(5.9)

The approximation to the dynamics has been obtained by averaging over the fast motion (see also Born [1960], Kryloff and Bogoliuboff [1947]), leaving only the slowly varying terms. Therefore, this process has resulted in a lower-dimensional “resonance Hamiltonian” \( H_r \), eq. (5.9), which can be examined for some of the salient features of the original Hamiltonian.

Special cases arise when the anharmonicity disappears, i.e., the system becomes “intrinsically degenerate” [Izrailev 1980; Martens and Ezra 1987b] as opposed to accidentally degenerate, which is the case we treat. Often one can approximate the Fourier coefficients at the center of the resonance, i.e., when condition (5.4) is fulfilled.

While it is not necessary to make this approximation for subsequent analysis, it simplifies the mathematics and sometimes is accurate (for semiclassical evaluation of matrix elements, see Noid et al. [1977], Koszykowski et al. [1982a], Wardlaw et al. [1984], Ozorio de Almeida [1984a], Voth and Marcus [1985], Voth [1986], Noid and Gray [1988]). Examples of allowing the Fourier coefficients to vary are to be found in Gray and Child [1984], Shirts [1987a], Sahm and Uzer [1989a], Sahm et al. [1989].

The resulting approximate Hamiltonian (the subscripts are not needed),

\[ H_r(I, \psi) = \left( \frac{1}{2M} \right) I^2 + V(I') \cos \psi = E_r, \]

(5.10)
is that of a pendulum, or a hindered rotor (for an application of this procedure to two coupled Morse oscillators, see Jaffé and Brumer [1980]). It is clearly an integrable system, and it has three types of motion. When the energy is less than the potential barrier,

\[ E_r < V(I') \],

(5.11)

the motion is that of “libration”. When the energy is above the barrier, it is “rotation” [Noid and
Marcus 1977]. These terms originate from the motion of a physical pendulum, but are commonly used when the pendulum variables are abstract quantities, as well. The third type of motion is the motion on the separatrix, i.e., when the energy is precisely equal to the barrier height. The phase space profile of these three motions is shown in fig. 8. The pendulum is such a useful system that we quote the results of its analysis in full. Its action–angle variables are given by Zaslavskii and Filonenko [1968], Rechester and Stix [1979], Lieberman and Lichtenberg [1984],

\[
J = \frac{8}{\pi} (VM)^{1/2} \times \begin{cases} E(\kappa) - (1 - \kappa^2)K(\kappa), & \kappa < 1, \\ \frac{1}{2} \kappa E(\kappa^{-1}), & \kappa > 1, \end{cases}
\]

\[
\theta = \frac{1}{2} \pi \times \begin{cases} [K(\kappa)]^{-1}F(\eta, \kappa), & \kappa < 1, \\ 2[K(\kappa^{-1})]^{-1}F(\psi/2, \kappa^{-1}), & \kappa > 1, \end{cases}
\]

\[
2k^2 = 1 + E/V,
\]

where \( K, E \) are complete elliptic integrals of the first and second kinds, \( F \) is an incomplete elliptic integral of the first kind, and

\[
\kappa \sin \eta = \sin(\psi/2).
\]

Fig. 8. Correspondence between a, an energy diagram, and b, a phase space diagram for the pendulum Hamiltonian. (From Lichtenberg and Lieberman [1983]).
The approximate width of the resonance in action and angle, \((\Delta I)^r\) and \((\Delta W)^r\), respectively, is given by Zaslavskii and Chirikov [1972], Shuryak [1976], Brumer [1981] [in terms of the original variables of eq. (5.9)],

\[
(\Delta J)^r = 2m(M_{11}V_{m_1m_2})^{1/2}, \quad (\Delta W)^r = \frac{2}{m_1} \left( V_{m_1m_2}/M_{11} \right)^{1/2},
\]

(5.13)

where \(m = (m_1, m_2)\). The explicit time dependence of the variables, on the other hand is [Zaslavskii and Filonenko 1968]

\[
I(t) = 2\omega_0\kappa \operatorname{cn}(\omega_0 t), \quad \kappa < 1; \quad I(t) = 2\omega_0\kappa \operatorname{dn}(\omega_0 t), \quad \kappa > 1,
\]

(5.14a, b)

where \(\omega_0 = (V/M)^{1/2}\) and the frequency of the pendulum is

\[
\omega(\kappa)/\omega_0 = \frac{1}{2} \pi [K(\kappa) ]^{-1}, \quad \kappa < 1; \quad \omega(\kappa)/\omega_0 = \pi \kappa / K(\kappa^{-1}), \quad \kappa > 1.
\]

(5.15a, b)

Near the separatrix

\[
\lim_{\kappa \to 1} \left( \omega/\omega_0 \right) = \begin{cases} 
\frac{\pi}{2} \ln[4(1 - \kappa^2)^{-1/2}], & \kappa < 1, \\
\pi \ln[4(\kappa^2 - 1)^{-1/2}], & \kappa > 1.
\end{cases}
\]

The behavior of \(\omega/\omega_0\) with varying \(\kappa\) is plotted in Lichtenberg and Lieberman [1963], fig. 2.2.

5.2. Vibrational energy transfer and overlapping resonances

In section 4.3, we have seen a classical-mechanical demonstration of the appearance of a dynamical instability due to overlap of nonlinear resonance zones (the quantal interaction of nonlinear resonances can be found, among others, in Shuryak [1976], and Berman et al. [1981]). The appreciation of the effect of nonlinear resonances in intramolecular energy transfer processes can be said to have been phrased in these terms first by Oxtoby and Rice [1976], who computed regions of resonance overlap in phase space for several coupled oscillator systems in order to correlate the extent of intramolecular energy transfer with the fraction of phase space displaying overlapping resonances. Nonlinear resonances, the pendulum picture, and the overlap of resonances criterion was also used in the early work of Kay [1980]. Later applications were very much accelerated by the study of local modes (for a review, see Child and Halonen [1984]), where it could be assumed that the initial excitation was indeed localized in one identifiable oscillator in the molecule, usually consisting of a hydrogen atom bound to a carbon or oxygen atom, which is too heavy to participate extensively in the (highly anharmonic, i.e., nonlinear) vibrations of its light partner. It is well known that the vibrations of local modes can be approximated by Morse oscillators (Child and Halonen [1984]), and therefore, most of the early theoretical applications have been done on coupled Morse oscillators [Kay 1980; Jaffé and Brumer 1980], the simplest such system being the nonrotating water molecule consisting of two OH stretching bending modes and a frozen bending angle [Sibert et al. 1982a,b]. For an overview of calculations concerning localization of energy, see Reinhardt and Duneczky [1988].

Jaffé and Brumer [1980], and Sibert et al. [1982a,b] studied the classical and quantal dynamics of local modes in the water molecule by means of the pendulum picture, and provided a pictorial explanation of local-mode dynamics. They realized that the energy transfer dynamics could be
approximated very compactly by the time dynamics of the pendulum variables; indeed, the canonical
transformation (5.6) in this case reduces the original Hamiltonian to one for the variable action

$$I = I_1 - I_2,$$

(5.16)

which, when multiplied by a representative, average frequency, approximates the energy difference
between the two stretching motions. In this picture, the action of the nonlinear resonance as a
self-regulating energy transfer mechanism is particularly obvious. A frequency matching is required to
drive the mode–mode energy transfer; on the other hand, when energy is transferred, the frequencies
change and detune from each other, causing the energy flow to stop. The pendulum picture also
provides a dynamical view of the local versus normal mode classification in molecules. Local modes
correspond to the rotating solution (5.12b), and normal modes to the librating solution (5.12a). The
original analysis was performed in local-mode actions, and the alternative, normal-mode based
description was provided by Kellman [1986].

Sibert et al. [1982b] used a one-dimensional integrable approximation to the original Hamiltonian to
find the quantum-mechanical local-mode energy levels. When the action variables are replaced by
$I → (\hbar /i) d/d\phi$, in accordance with the traditional recipe of obtaining quantum-mechanical operators
from classical-mechanical Hamiltonians (see e.g., Augustin and Rabitz [1979]), a Mathieu differential
equation [McLachlan 1964] results, the eigenvalues of which approximate the locations of the quantized
energy levels of the water molecule rather well. Moreover, the periods found by Sibert et al. [1982b] for
the energy transfer functions turned out to be related (through the uncertainty relation) to the splittings
between adjacent quantized local modes, as would be expected [Lawton and Child 1979, 1981].

The quantization of a nonlinear resonance in nonautonomous systems had also led to the Mathieu
equation [Berman and Zaslavskii 1977], and uniform quantization schemes [Uzer et al. 1983; Ozorio de
Almeida 1984b; Uzer and Marcus 1984; Voth and Marcus 1985; Farrelly and Uzer 1986; Voth 1986;
Graffi et al. 1987, 1988] have also been used to understand avoided crossings in nonlinear systems in
terms of signatures of resonances [Noid et al. 1980, 1983; Ramaswamy and Marcus 1981]. For
experimental observation of quantal state structure near a resonance, see Holtzclaw and Pratt [1986]
and Frederick et al. [1988].

This microscopic formulation was soon extended to a more complicated system, namely the transfer
of energy out of local CH oscillators into the vibrations of frame of the benzene molecule [Sibert et al.
1983, 1984a,b]. In this case, a simple analysis shows that the relaxation should be most effective when
there is a Fermi (i.e., 2:1) resonance between the CH stretching and HCC bending (so-called
“wagging”) motions [Sibert et al. 1983]. After reaching the wagging motion, vibrational energy
disperses into the numerous vibrations of the frame principally through 1:1 resonances. These
conclusions were first reached by means of classical trajectory calculations [Sibert et al. 1984a] by
analyzing the widths of resonances at each step of the relaxation process. For an experimental analysis
of CH fundamental relaxation, see Stewart and McDonald [1983].

Classical (or quasiclassical) trajectory calculations, which are reviewed, among others, by Hase
[1976], and Raff and Thompson [1985], are the most widely used procedure for studying the classical
mechanical energy flow in molecular systems. Their applications to realistic potential energy surfaces,
and the degree to which they can simulate the true dynamics faithfully have been discussed [Hase 1982;
Hase and Buckowski 1982; Hase 1986]. The basis for the validity of classical trajectory calculations in
the chaotic regime is related to the so-called ß-shadow theorem (e.g., Hammel et al. [1987]). One of
the persistent practical difficulties in simulating vibrations has been the contribution of zero-point
energy to the energy flow and reactivity. The amount of zero-point energy contained in the numerous
modes of a polyatomic molecule can be considerable. Recent research [Bowman et al. 1989; Miller et
al. 1989] addresses this problem with schemes to prevent classical oscillator energies from falling below
their zero-point energy.

In their quantum-mechanical work on benzene, Sibert et al. [1984b] used “tiers” of coupled states in
very much the same way that individual quantum states were used in the fluorescent calculation in the
first section of this review (IVR processes in benzene have been reviewed by Riedle et al. [1984]). The
time-dependent probability flow between these states was computed and the times for coarse-grained
probability transfer were then converted to lifetimes and linewidths for given initial excitations. The
most striking conclusion of these calculations was an explanation of the unexpected decrease in
linewidth of benzene overtone vibrations as the energy is increased (recent experiments are Perry and
Zewail [1984], Page et al. [1987, 1988]; recent theory by Lu and Hase [1988]). Since the density of states
increases with increasing energy, one would expect the widths to increase. On the other hand, by the
time one reaches those high overtones, the system has moved out of the widths of these essential
resonances, thereby slowing down energy transfer considerably. Here is a case where the density of
states, which is commonly such a paramount factor in driving energy relaxation, is secondary to what
could be called the microscopic detail, namely the coupling and the resonances between modes (for
alternative treatments, see Stone et al. [1981], Prasad [1981], Buch et al. [1984], Mukamel and
Islampour [1984], Shi and Miller [1985], Dietz and Fischer [1987], and Voth [1988]).

The work of Sibert et al. [1984a,b] on benzene and its derivatives has been followed by a
considerable number of other classical and semiclassical calculations employing increasingly refined
models – sometimes in the spirit of “reduced dimensionality” models (reviewed by Bowman [1985]).
Refinements introduced by Lu et al. [1986], and Garcia-Ayllon et al. [1988], include, for instance, the
attenuation of the bending force constant with the stretching vibrations [Swamy and Hase 1986; Wolf et
al. [1986] and quasiclassical prescriptions for calculating the lineshape and width [Lu and Hase 1988].
The calculations of Bintz et al. [1986a,b; 1987] as well as Lu and Hase [1988], Clarke and Collins
[1987a,b] and Garcia-Ayllon et al. [1988] have tended to affirm the mechanism initially proposed by
Sibert et al. [1984a,b].

Parallel calculations on vibrational energy redistribution in other hydrocarbons [Hutchinson et al.
1983, 1984, 1986] (experiment done by Nesbitt and Leone [1982]), concluded that the energy transfer
was driven mainly by 1:1 resonances, or combination resonances [Hofmann et al. 1988], whereas some
researchers have reported that a similar resonance picture is only loosely applicable [Sumpter and
Thompson 1987b] or inapplicable in their modeling of energy transfer in alkanes [Duneczky and
Reinhardt 1990]. The tier-by-tier energy flow picture has been applied to IVR in highly excited
acetylene and its isotopic variants, and the connection between energy flow pathways and resulting
“clump” spectra has been explored by Holme and Levine [1988a,b; 1989]. For recent experiments on
energy flow in alkanes following CH overtone excitation, see McIIroy and Nesbitt [1989]. For other
chains, see, e.g., Shin [1989].

While in the preceding calculations the energy exchange among modes proceeds through potential
and/or kinetic couplings, some recent work has examined the interactions of vibrations with rotations
[Frederick and McClelland 1986a,b; Ezra 1986; Shirts 1986, 1987b; Lawrance and Knight 1988; Knight
1988a,b] (see also the monograph by Ezra [1982]) and internal rotations [Sumpter et al. 1988],
vibration–rotation energy flow [Frederick et al. 1985; Ezra 1986; McClelland et al. 1988] and
intramolecular vibration mixing induced by rotational (Coriolis) couplings [Clodius and Shirts 1984;
Uzer et al. 1985a; Burleigh et al. 1988; Lin 1988; Gray and Davis 1989; Sibert 1989; Sahm and Uzer
T. Uzer, Theories of intramolecular vibrational energy transfer

1989a,b; Sahm et al. 1989a,b; Parson 1989a,b]. For recent experimental studies, see Garland et al. [1983], Watanabe et al. [1983], Nathanson and McClelland [1984], Dai et al. [1985a,b], Felker and Zewail [1985c], Amirav and Jortner [1986], Apel and Lee [1986], Garland and Lee [1986], Bain et al. [1986], Ohta et al. [1987], De Souza et al. [1988], Neusser et al. [1988], Lawrance and Knight [1988], Frye et al. [1988].

Both rotation-induced vibration mixing and vibration-induced rotation mixing have been examined in a two-mode model of the formaldehyde molecule [Burleigh et al. 1988; Sibert 1989; Gray and Davis 1989] and its deuterated analog [Parson 1989, 1990]. These investigations show the consequences of the collective operation of these effects. They also suggest that in regions of experimental interest, the intramolecular dynamics is not significantly influenced by resonances. An examination of vibrational energy flow under the influence of both Coriolis and potential couplings [Fischer and Dietz 1987; Hiroike and Fujimura 1988; Burleigh et al. 1988; Sahm and Uzer 1989a,b] has led to the development of a picture of the joint action of rotational and potential couplings [Sahm and Uzer 1989a,b; Sahm et al. 1989], see also next section. Vibrations and rotations interact through both Coriolis and centrifugal couplings. The relative roles of these mechanisms have been discussed in Lawrance and Knight [1988], and reviewed in Knight [1988a,b]. For a recent rovibronic IVR model calculation, see Dietz and Fischer [1987].

Classical and/or quantal propagation methods have been used to track energy flow through potential energy blockers [Uzer and Hynes 1986], for example, a heavy metal atom [Lopez and Marcus 1982; Swamy and Hase 1985; Lederman et al. 1986; Lopez et al. 1986; Uzer and Hynes 1987; Lederman et al. 1989; Uzer and Hynes 1989]. Experimentally the possibility seems to exist [Rogers et al. 1982, 1983] that energy may be localized in one reactive portion of an energized molecule by a heavy metal atom; RRKM behavior involving rapid redistribution and reaction remote from the bond excitation site is thwarted, though statistical behavior has been reported by Wrigley et al. [1983, 1984] in some molecules with heavy metal “blockers”. The possibility of these blockers inducing nonstatistical reactive behavior is discussed by Uzer and Hynes [1986, 1989].

The preceding calculations are primarily (but not exclusively) concerned with vibrational energy redistribution leading to relaxation. There are other calculations in which the redistribution of energy can lead to unimolecular reaction (e.g. Rai and Kay [1984], Uzer [1988]). While such calculations, starting with Thiele and Wilson [1961] and the extensive work of Chapman, Bunker, Hase, Thompson and colleagues (for a review of their work, see Hase [1976, 1981], Raff and Thompson [1985], Hase [1986]), have commonly simulated reagents that develop from collisions (e.g., Viswanathan et al. [1984, 1985], NoorBatcha et al. [1986], Rice et al. [1986]) or chemical activation (Wolf and Hase [1980a], Hase et al. [1983, 1984]), more recent examples have probed the consequences of mode-specific excitation [Sloane and Hase 1977, Marcus et al. 1984, Hase 1985]. Among these are investigations of overtone-induced unimolecular dissociation (for an overview, see Uzer and Hynes [1987]), and isomerization reactions [Hutchinson 1989]; i.e., processes in which the reaction energy is supplied by exciting the overtones of a OH or CH local mode (for overviews of the experimental situation in isomerization, see Jasiński et al. [1983, 1984], Segall and Zare [1988]; and in bond fission, Crim [1987]) or NH modes [Foy et al. 1989] (for recent theoretical work, see Hase [1985], Holme and Hutchinson [1986], Hutchinson [1989], Marshall and Hutchinson [1987], Hutchinson and Marshall [1988]; for general treatments of the dynamics of localized states see, e.g., Moiseyev [1983], Davis and Heller [1984]).

Since the reaction energy reaches the reaction coordinate by vibrational energy redistribution, these processes form an interface between IVR and reaction dynamics. The role of nonlinear resonances in
model isomerization reactions were investigated by Uzer and Hynes [1985], and research on the isomerization of hydrogen cyanide [Smith et al. 1987] has assigned a role to combination resonances in changing the rate of reaction [Holme and Hutchins [1985]. The energy transfer processes leading to isomerization in HONO have been examined by Guan et al. [1987]. Other studies of the interface between isomerization and IVR are Sumpter and Thompson [1987c], Hutchinson [1987], Spears et al. [1988a,b], R.P. Muller et al. [1988], and Raff [1989].

The overtone-induced dissociation of hydrogen peroxide has become a prototypical unimolecular fission reaction where many of the ideas concerning intramolecular vibrational relaxation, reactivity, and the interpretation of linewidths have tended to come together. Calculations of the energy transfer leading to reaction [Sumpter and Thompson 1985, Uzer et al. 1985a, 1986, Sumpter and Thompson 1987a, 1988, Uzer et al. 1988, Getino et al. 1989], have, using different potential energy surfaces, tended to confirm a slow, sequential, two-step energy transfer mechanism [Uzer et al. 1985a, 1986]. The energy migrates from the OH stretching mode to the OOH wagging mode, which, in turn, channels it into the rest of the molecule, including the reactive 00 stretching motion. This transfer takes place on a timescale slow compared with molecular vibrations, and leaves the initially unexcited OH stretching mode as an inactive spectator because its high frequency precludes effective resonances with the rest of the molecule. While the detailed results are sensitive to the choice of force field [Getino et al. 1989], the robustness of the energy transfer mechanism suggests that hydrogen peroxide has some potential for mode-specific dissociation [Scherer et al. 1986, Scherer and Zewail 1987, Uzer et al. 1988]. Indeed, Chuang et al. [1983] and Gutow et al. [1988] report mode-specificity in the overtone-induced dissociation of the related system, t-butyl hydroperoxide. Dynamical experiments which, instead of deducing lifetimes indirectly from linewidths [Rizzo et al. 1984, Ticich et al. 1986, Butler et al. 1986b, Luo et al. 1988], use real-time investigations of the dissociation process [Scherer et al. 1986, Scherer and Zewail 1987] are expected to help resolve such issues. Among reactions, predissociation, especially in Van der Waals molecules [Miller 1986], is a process where the role of IVR has been probed extensively (e.g., Gray et al. [1986a], Ewing [1987], Ewing et al. [1987], Jucks and Miller [1987], Evard et al. [1988], Wozny and Gray [1988]). For the intricacies involved in connecting unimolecular decay rates from linewidths, the reader is referred to the appendix.

5.3. Generalizing the pendulum

It was mentioned earlier that during the reduction of the full nonlinear Hamiltonian into a pendulum [eqs. (5.9), (5.10)], it was necessary to approximate the Fourier coefficients by constants – by, for example, evaluating them at the resonance center. This approximation is only good when the coupling between the degrees of freedom is weak. For strong couplings, the variation of the Fourier coefficients with the momentum needs to be taken into account. An example of this procedure is provided by the Hamiltonian

\[ H_v = \frac{1}{2} \omega (p_1^2 + q_1^2 + p_2^2 + q_2^2) + k(q_1^4 + q_2^4) + k_{12}(q_1q_2)^2. \] (5.17)

A single-resonance approximation to (5.17), when expressed in the action–angle variables of the unperturbed Hamiltonian, reads [Sahm and Uzer 1989a; Sahm et al. 1989]

\[ H = \frac{1}{4} (3k - k_{12}) \Delta^2 + \frac{1}{8} k_{12}(I^2 - \Delta^2) \cos 4\phi_4. \] (5.18)

This Hamiltonian is similar to that of an asymmetric rotor in torque-free space. The relation between this and the pendulum Hamiltonian can be made more transparent by transforming the rotor
Hamiltonian into conjugate variables \((K, \chi)\), where \(K\) is the \(z\)-component of the angular momentum on the body-fixed axes. This transformation [Deprit 1967; Augustin and Miller 1974; Augustin and Rabitz 1979; Ezra 1986],

\[
J_x = -(J^2 - K^2)^{1/2} \sin \chi, \quad J_y = -(J^2 - K^2)^{1/2} \cos \chi, \quad J_z = K, \tag{5.19}
\]

converts the asymmetric top Hamiltonian

\[
H_{AR} = CJ_x^2 + BJ_y^2 + AJ_z^2
\]

into

\[
H_{AR} = \frac{1}{2}(B + C)J^2 + [A - (B + C)/2]K^2 + \frac{1}{2}(B - C)(J^2 - K^2) \cos 2\chi, \tag{5.21}
\]

which approximates the pendulum Hamiltonian (5.10) for small variations of \(K\).

The replacement of the pendulum by an asymmetric top has been applied to vibrational energy transfer due to rotations, or Coriolis-induced vibrational mixing [Clodius and Shirts 1984; Uzer et al. 1985a; Sahm and Uzer 1989a; Sahm et al. 1989]. The transformations, when applied to the model vibration–rotation Hamiltonian

\[
H = H_v + B\pi_z^2 - 2BL\pi_z, \quad \pi_z = \zeta(p_2q_1 - p_1q_2), \tag{5.22}
\]

with \(B, \zeta, L\) constants, show that the energy-transfer picture between the two modes can be determined by considering the intersection of two solid figures

\[
H = CJ_x^2 + BJ_y^2 + AJ_z^2 + cJ_x, \quad J^2 = J_x^2 + J_y^2 + J_z^2, \tag{5.23a, b}
\]

in the space spanned by the vibrational variables \((J_x, J_y, J_z)\) [Sahm et al. 1989].

The semiaxes of the ellipsoid (5.23a), which is a “constant energy surface” [Harter and Patterson 1984; Harter 1984, 1988], are determined by the vibrational constants, and the radius of the sphere by the initial excitations. The angular momentum of the molecule determines the distance between the centers of the two solids. The same picture has also been applied to vibration-induced rotation mixing (“K-mixing”) by Sahm and Uzer [1989b].

The basis for these developments is the homomorphism between the SU(2) and R(3) symmetry groups [Harter 1986]; these have some generality for resonances other than 1:1 because an arbitrary \(m:n\) resonance can be transformed into a 1:1 resonance, i.e., can be made to show SU(2) symmetry [Farrelly 1986a]. Group-theoretical ideas have been very fruitful in understanding and classifying interactions between vibrations [Kellman 1982, 1985, 1986; Lehmann 1983, Benjamin and Levine 1983; Van Roosmalen et al. 1983, 1984; Levine and Kinsey 1986; Kellman and Lynch 1986a,b; 1988a,b; Jaffé 1988; Xiao and Kellman 1989].

5.4. Nonstatistical effects and phase space structures

In the introduction, we mentioned the two key assumptions of RRKM theory: Intramolecular energy relaxation is complete and fast compared with the time scale of unimolecular dissociation (statistical theories have been reviewed by Truhlar et al. [1983], Hase [1983], as well as Wardlaw and Marcus
Notwithstanding the widespread successes of the RRKM theory, even early on a number of experimental hypotheses did not seem to apply; among these "nonrandom decay" cases were some unimolecular reactions involving chemical activation [Forst 1973]. When statistical theory is applied to such reactions without any modifications, the results are at variance with the experiment. A particular severe case is the predissociation of Van der Waals molecules like He\textsubscript{2}, where a molecule with more than enough energy to dissociate lives for a very long time because the dissociation energy is in the "wrong" mode and tends to stay there (see Wozny and Gray [1988] for references).

Together with the realization that energy relaxation might sometimes be incomplete came empirical ways of accounting for such nonstatistical effects in reaction rate calculations. Corrections for nonstatistical relaxation include the exclusion of certain modes from rate calculations, thereby practically treating the molecule as a smaller molecule. For example, a vibrational mode may have much higher frequency than others and cannot couple with them strongly, and is therefore inactive in the energy transfer process [Davis 1985]. A recent example involves reaction rate calculations for hydrogen peroxide [Brouwer et al. 1987]. For other empirical procedures for correcting for slow relaxation, see for example, Marcus et al. [1984].

With the application of classical mechanics to the study of molecular systems (explained in the classical trajectories section) came the opportunity to observe, in microscopic detail, the dynamical processes that are assumed in the statistical theories. An immediate outcome of these studies has been the recognition that phase space is very complex; for realistic systems, it is not homogeneous, but full of structures. Moreover, all of these structures influence the motion of phase points in different ways. It is worth remembering at this point that the inclusion of quantum mechanics alters these phase space structures and their effect on dynamics. For more on the quantum-mechanical structure of phase space, see, for instance, Davis and Heller [1981], Heller and Davis [1981], Heller [1983], DeLeon et al. [1984], Davis and Heller [1984], Davis [1988], and Skodje et al. [1989]. Rather than delving into the impact of modern nonlinear dynamics on the study of molecular systems, let us start with an observation: when the time dependence of mode energies was studied (say in a model of OCS—more of that later), it was found that some systems were riddled with long-time correlations. Mode energies did not decay (or increase) monotonically to their statistical limit, but instead, phase points sometimes appeared to be trapped in certain regions of phase space for many vibrational periods. In other words, these systems failed to relax statistically. Clearly, one can expect the dissociation behavior of such molecular systems to be nonstatistical and nonrandom, also.

It had been known that at high energies, phase space may be divided such that quasiperiodic and chaotic regions coexist [Chirikov 1983]. While quasiperiodic components in the available phase space imply incomplete relaxation, long-time correlations lead to slow relaxation. For applying statistical theories, such "nonrandom" components must be discounted. Thus, DeLeon and Berne [1981] corrected their RRKM calculation for quasiperiodic motion by excluding it from their measure of phase space, much in the spirit of empirical corrections to statistical theories.

The advent of nonlinear dynamics has provided the needed support for a microscopic examination of phase space in general, and the problem of long-time correlations in particular [Contopoulos 1971, Chirikov 1979, DeLeon and Berne 1982a,b; Vivaldi et al. 1983; Meiss et al. 1983; Karney 1983; Casartelli 1983, Kato 1985a]. Some long-time correlations have been interpreted as "vague tori" [Reinhardt and Jaffé 1981; Jaffé and Reinhardt 1982; Shirts and Reinhardt 1982; Reinhardt 1982; Kuzmin et al. 1986a]. In the background to the theory, we discover the common thread that runs through this review, namely the influence of nonlinear resonances. For our purposes, findings on two-degree of freedom systems will be sufficient for making our point (for a discussion of systems with more degrees of freedom, see Lichtenberg and Lieberman [1983], Martens et al. [1987]).
In the discussion of an isolated resonance, we have seen how resonance zones are bounded by separatrices. Irregular motion appears around separatrices at low energies. At higher energies, even as separatrices fragment, irregular motion may still fail to spread widely because it may be restricted to tori and KAM curves. The last KAM curve to disappear in the Standard Map is a torus that is formed when the ratio of (the two) local frequencies, $\alpha$, is related to the Golden Mean $\gamma$, viz.

$$\alpha = 1 + \gamma , \quad \gamma = (5^{1/2} - 1)/2 .$$

(5.24)

The break-up of this “Golden Torus” (which is a “cantorus” in the terminology of Percival [1979]) has attracted the attention of researchers searching for a transition to a global stochasticity [Greene 1968; Berry 1978; Greene 1979; Escande and Doveil 1981; Shenker and Kadanoff 1982; MacKay 1983]. Crudely speaking, the Golden Mean is the irrational number which is hardest to approximate by rationals [Berry 1978]. Intuitively, the “Golden Torus” as the last obstacle to unrestricted transport in phase space is appealing, because it is found in phase space regions where the coupled oscillators have the greatest difficulty of driving each other resonantly [Davis 1985].

Based on the cited earlier work on transition to global stochasticity, MacKay et al. [1984] and Bensimon and Kadanoff [1984] developed a quantitative approach to transport in area-preserving maps that gives rates of relaxation for systems of two degrees of freedom, even when long-time correlations, which are such stumbling blocks to traditional statistical relaxation approaches, exist [Meiss and Ott 1986]. While research into the fundamentals of diffusion is outside the scope of this review, the interested reader can consult Lichtenberg and Lieberman [1988], Lichtenberg and Wood [1989a,b] for coverage of some recent research. The application of these methods to intramolecular energy transfer was undertaken by Davis [1984] who used the term “intramolecular bottleneck” to describe phase space structures such as cantori since even the broken remnants of a KAM torus act as bottlenecks to the flow of phase points. This terminology emphasizes the connection of this recent work to earlier statistical theories; indeed, the work of MacKay et al. [1984] and Bensimon and Kadanoff [1984], possesses many of the features of statistical reaction rate theories. It is also reminiscent of periodic-orbit approach to chemical reactions [Pollak et al. 1980; Pollak 1985].

Using this work on phase-space transport, Davis [1985] modeled energy relaxation in highly excited OCS restricted to collinear geometry [Carter and Brumer 1982, 1983; Hamilton et al. 1982], where long-time correlations were previously observed [Davis and Wagner 1984; Davis 1984]. Figures 9a and b illustrate a Poincaré surface of section for a single trajectory. The surface of section is for the normal mode of OCS which is principally CS stretch in character, about 80% of CS character in the low-energy limit. In addition to the trajectory, which appears as dots, these figures show three curves. The outermost curve illustrates the energy boundary. The middle curve shows a dividing surface which is an approximation to the last KAM curve separating the two primary resonance zones. The innermost curve shows the boundary of a quasiperiodic region. Davis [1984] was able to calculate the flux through the dividing surface and calculate the relaxation rate for systems with such long-time correlations and slow randomization. A comparison of the quantum-mechanical intramolecular dynamics with the classical one for OCS has been performed by Gibson et al. [1987]. These calculations have been extended and the quantum-mechanical nature of states around these phase-space structures, especially in the chaotic regime, have been discussed by Davis [1988]. Although outside the scope of this overview, we mention that the role of phase-space bottlenecks in unimolecular reactions has been examined by Davis and Gray [1986], Gray et al. [1986a] as well as Gray and Rice [1987] and Tersigni and Rice [1988]. There are similar studies on bimolecular reactions by Davis [1987], Skodje and Davis [1988], and Skodje [1989]. The quantum-mechanical manifestations of these barriers have recently been
uncovered by Brown and Wyatt [1986a,b], Geisel et al. [1986], and this work has been surveyed by Radons et al. [1989].

6. "Mesoscopic" description of intramolecular vibrational energy transfer

In the preceding four sections, we have seen the various determinants of intramolecular energy transfer. We started with a quantum-mechanical description, and studied energy transfer in a state-by-state fashion with few assumptions about the detailed nature of the couplings. Later, we went on to nonlinear oscillator chains and saw the importance of nonlinear resonances as well as the relevance of the KAM theorem for these scenarios. Finally, we described energy transfer through a single as well as overlapping resonances in great detail by means of classical mechanics. In this section we present a "mesoscopic" combination of the quantum statistical-mechanical view with the detail of the nonlinear-dynamical point of view [Kuzmin and Stuchebrukhov 1985; Kuzmin et al. 1986a; Stuchebrukhov et al. 1986; Stuchebrukhov 1986], which uses quantal Green function methods (see e.g., Couley [1963]) to calculate quantities and trends of interest for IVR when the coupling is explicitly known. The approach reported here is in contrast with the work of Hanson et al. [1985] and Meiss and Ott [1986], on Markov chains and trees in area-preserving maps where a (discrete-time) master equation is derived dynamically.

It will emerge, again explicitly, that under suitable conditions, there can be energy regions where a given excited mode fails to relax (for general references, see Kuzmin et al. [1987a,b]). Obviously, when modes in a highly excited molecule are decoupled in this manner above the dissociation energy, the dissociation of the molecule will not be governed by the ordinary statistical reaction rate theories. Such highly excited systems have been discussed by Noid and Koszykowski [1980], Wolf and Hase [1980b], Waite and Miller [1980, 1981, 1982], Hedges and Reinhardt [1983], Bai et al. [1983], Hose and Taylor [1984], Christoffel and Bowman [1982, 1983], Chuljian et al. [1984], Moiseyev and Bar-Adon [1984], Skodje et al. [1984a,b], Swamy et al. [1986], Chang et al. [1986], and Kuzmin et al. [1986b]. The work in this section has recently been reviewed, and its implication to molecular lineshapes and widths emphasized [Stuchebrukhov et al. 1989].
6.1. Self-consistent description of quasiharmonic mode relaxation

In a molecule, the frequencies of various modes are energy dependent, as are the relaxation rates of the excited modes. At high excitation levels, the molecule can be described in the self-consistent quasiharmonic approximation [Kuzmin and Stuchebrukhov 1985; Stuchebrukhov 1988] as an ensemble of vibrational quasimodes \( \{ k \} \) with energy-dependent frequencies \( \omega_k(E) \). While the mode frequencies vary, each vibrational mode is modeled by a series of equally spaced levels (a brief justification will be given in the next section). Moreover, each mode has a corresponding (exponential) relaxation rate \( \gamma_k(E) \). At low energies, the frequencies turn into normal-mode frequencies, and the \( \gamma_k(E) = 0 \). As the energy of the molecule is raised above a certain critical value of \( E_c \), each mode begins to undergo damping at its own rate \( \gamma_k \), which describes the energy exchange process among the modes. This threshold behavior of transition to a quasidissipative regime has been observed experimentally (e.g., Bagratashvili et al. [1981], Felker and Zewail [1984]) and in numerical modeling [Tennyson and Farantos 1984; Livi et al. 1985]. In this model, the appearance of nonzero \( \gamma \) corresponds to a transition to chaotic intramolecular dynamics with exponential damping of the correlations [Koszykowski et al. 1981; Berman and Kolovsky 1983; Zaslavsky 1985].

As an example, consider the Hamiltonian

\[
H = \frac{1}{2} \sum_{i=1}^{s} \omega_i(p_i^2 + q_i^2) + \frac{1}{3!} \sum_{i,j,k=1}^{s} X_{ijk}q_iq_jq_k ,
\]

(6.1)

where \( q_i \) are the normal coordinates and \( p_i \) are the corresponding momenta. Assume that the nonlinearities \( \{ X \} \) are much smaller than the unperturbed frequencies, i.e., that this is a “degenerate” system very much like the one discussed by Ford and Lunsford [1970]; if the unperturbed frequencies \( \omega_i \) satisfy certain resonance relations, randomization can occur even at very small molecular energies. But for large and intermediate size molecules, a more typical situation is one where the various resonances does not satisfy exact resonance relations, but approximate ones with characteristic detunings of the order 10–100 wavenumbers, and the randomization begins at finite energies \( E_c \). The appearance of relaxation in this model has a threshold character at finite energies, and moreover is in harmony with experimental and simulation studies, as discussed below (the qualitative change in the motion at a critical energy has been analyzed using critical point analysis in Cerjan and Reinhardt [1979]).

The existence of close resonances for several degrees of freedom leads to a situation where the critical energy \( E_c \) is much lower than the dissociation energy \( D \), in contrast to much smaller systems like the Hénon–Heiles Hamiltonian (Oxtoby and Rice [1976]), where the resonances overlap with respect to one coordinate, and \( E_c \) is close to \( D \) (for the inconclusive evidence concerning the existence of \( E_c \) for more than two degrees of freedom, see Lichtenberg and Lieberman [1983], chapter 6).

Information relevant to IVR, such as correlation functions, the absorption spectrum, and the relaxation characteristics, are contained in the system’s linear response function, i.e., the retarded Green function [Couley 1963] which is used to compute the vibrational relaxation rate.

The calculation proceeds by the computation of the response of an ensemble of systems (6.1) to an infinitely weak external monochromatic field and following how this response changes as the energy of the molecule is increased. Molecular collisions are ignored and the only role that the ensemble plays is to ensure the appropriate averaging. The linear response of the system is determined by the correlation properties of the unperturbed motion; therefore, we are actually studying the motion of the isolated system (6.1) with averaged initial data. To simulate experimental conditions the calculation was performed for a thermal distribution.
The response of the ensemble with the Hamiltonian (6.1) to an external perturbation is given by the retarded Green function

$$G_{jk}^R = i\theta(t)\langle [q_j(t), q_k(0)] \rangle,$$  

where the $q_j(t)$ are the operators in the Heisenberg representation, $\theta(t)$ is the Heaviside step function, and the averaging is over the thermal distribution with the exact Hamiltonian (6.1)

$$\langle \cdots \rangle = \text{Tr}(e^{-B_H} \cdots)/\text{Tr} e^{-B_H}.$$  

The imaginary part of the Fourier transform $G^R(\omega)$ is proportional to the absorption spectrum of the system. Consider the form of $G^R(\omega)$ for a few simple cases. For a molecule in the harmonic approximation, i.e., when $\chi_{ijk} = 0$, the frequency-dependent Green function is

$$G_{jk}^{R(0)}(\omega) = \frac{1}{2} \delta_{jk} \left[ 1/(\omega + \omega_{0k}) - 1/(\omega - \omega_{0k}) \right].$$

The absorption spectrum consists of a single line at the frequency $\omega_{0k}$, (the same frequency with the opposite sign gives the stimulated emission spectrum). If each of the harmonic modes were exponentially attenuated at the rate $\gamma_k$, as a result of, for example, contact with an infinite energy reservoir, then we have

$$G_{jk}^{R(0)}(\omega) = \frac{1}{2} \delta_{jk} \left( \frac{1}{\omega + \omega_k + i\gamma_k/2} - \frac{1}{\omega - \omega_k + i\gamma_k/2} \right).$$

The relaxation of energy in each of the modes to the equilibrium state occurs at a rate $\gamma_k$. In the case (6.5), the contribution of the $k$th mode to the total absorption is given by the Lorentzian

$$\sigma_k(\omega) = \frac{1}{\pi} \frac{\gamma_k^2}{(\omega - \omega_k)^2 + (\gamma_k/2)^2}.$$  

The details of the Green function calculation are given in the articles of Kuzmin et al. [1986a] and Stuchebryukhov [1986]. The exact expression for the $G_{ik}^R$ contains a very large number of close lines lying in the absorption spectrum about $(\hbar \nu)^{-1}$ apart, but the low-lying lines in the absorption spectrum of the system, or the envelope of the spectrum can be obtained readily. The result is a set of nonlinear equations for the quasimode frequencies $\omega_k$ and the relaxation rates $\gamma_k$, viz.

$$\omega_k = \omega_{0k} - \frac{1}{16} \sum_{ij=1}^s X_{ijk}^2 \left( \frac{(n_i + n_j + 1)(\omega_i + \omega_j - \omega_k)}{(\omega_i + \omega_j - \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} + \frac{(n_i + n_j + 1)(\omega_i + \omega_j + \omega_k)}{(\omega_i + \omega_j + \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} ight)$$

$$+ \frac{(n_i - n_j)(\omega_i - \omega_j - \omega_k)}{(\omega_i - \omega_j - \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} + \frac{(n_i - n_j)(\omega_i - \omega_j + \omega_k)}{(\omega_i - \omega_j + \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} \right),$$

$$\gamma_k = \frac{1}{16} \sum_{ij=1}^s X_{ijk}^2 \left( \frac{(n_i + n_j + 1)(\gamma_i + \gamma_j - \gamma_k)}{(\omega_i + \omega_j - \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} + \frac{(n_i + n_j + 1)(\gamma_i + \gamma_j + \gamma_k)}{(\omega_i + \omega_j + \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} ight)$$

$$+ \frac{(n_i - n_j)(\gamma_i - \gamma_j - \gamma_k)}{(\omega_i - \omega_j - \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} + \frac{(n_i - n_j)(\gamma_i - \gamma_j + \gamma_k)}{(\omega_i - \omega_j + \omega_k)^2 + (\gamma_i + \gamma_j + \gamma_k)^2/4} \right).$$
which must be solved self-consistently at every internal energy. Here, $n_i$ are the Boltzmann populations of the $i$th mode at a temperature $T$ (for experimental determination of vibrational temperature, see Weitz and Flynn [1981]). In computing these, the unrenormalized frequencies can be used because the frequency shifts are very small compared to the frequencies themselves. The dependence of $\omega_k$ and $\gamma_k$ arises from their dependence on $n_{i,k}$. Clearly, when the system is harmonic, then the only solutions to the system are the normal modes which do not decay. These solutions survive at high energies but there, there exists another solution with $\gamma$ different from 0, which becomes the principal solution. For higher temperatures, a number of useful expressions can be derived from (6.8) indicating how the Fermi Golden Rule is reached with the density of three-frequency resonances [Bagratashvili et al. 1985]. The model becomes less valid near the transition energy $E_c$, as is characteristic of other mean-field theories.

When these equations are applied [Kuzmin et al. 1986a] to small polyatomic molecules like CFCl$_2$Br, the results are found to be in agreement with experiment [Bagratashvili et al. 1981; Felker and Zewail 1984]. In general, the $\gamma$ show a nonmonotonic increase with total molecule energy because of the intricate way many nonlinear resonances act in concert to bring about relaxation. Since the frequencies of the modes are energy dependent, the corresponding resonance detunings can either increase or decrease as the molecule energy increases. Of course, when detunings increase, $\gamma$ will tend to decrease. In particular, occasionally $\gamma$ can vanish at $E > E_c$ (see fig. 10). This implies that there are no resonances favorable in this molecule to drive relaxation. In the same figure, the detuning of the nearest resonances is shown. In order for gamma to be nonzero, at least two resonances must overlap. The intimate connection between relaxation and the overlap of resonances is shown in fig. 11, which shows the dependence of $\gamma_1$ for this molecule on the normal-mode frequency $\omega_{01}$. We can clearly see the resonance structure of the dependence of $\gamma_1(\omega_{01})$ for small anharmonicity constants. For large anharmonicity

![Fig. 10. Dependence of the intramolecular relaxation rate for mode 1 on the anharmonicity constant $X = X_{\alpha\beta}$. The system is one of nine oscillators with frequencies 1012, 945, 844, 777, 558, 527, 461, 446 and 380 cm$^{-1}$. The energy of the system is constant, and equal to 4677 cm$^{-1}$. The dependence of $\gamma(E)$ has a similar form: $\gamma = 0$ in the regions $E < E_1$ and $E_5 < E < E_6$. (From Kuzmin et al. [1986a]).](image)

![Fig. 11. Dependence of the intramolecular relaxation rate for mode 1 on the normal-mode frequency $\omega_{01}$. The system is the same as for fig. 10; the energy $E = 4677$ cm$^{-1}$. (From Kuzmin et al. [1986a]).](image)
constants $X$, the effective interaction leads to the immediate overlapping of several resonances. Therefore the vanishing of $\gamma$ when $E > E_c$ (fig. 10) can arise only in the case of moderate anharmonicity constants.

As to the dependence of the limit $E_c$ on the system parameters, fig. 12 shows this dependence on the anharmonicity constant $X = X_{\gamma k}$. As expected, for very large anharmonicities, even zero-point vibrations are not independent of each other. The approximate dependence of $E_c$ on $S$, the number of coupled degrees of freedom is, for three-frequency interactions, $E_c \approx (X^2 S^3)^{-1}$, and this relation is accurate to 25% [Kuzmin et al. 1986a].

6.2. Relaxation of individual quasiharmonic modes and its spectral signature

We have seen in the preceding section that the relaxation of modes in a molecule can be described by a general set of nonlinear coupled algebraic equations, one set for the quasimode frequencies $\omega_k$, and another for the exponential relaxation rates $\gamma_k$.

In this section, we will focus on the relaxation characteristics of a single excited mode [Makri and Miller 1987], since many modern experiments (e.g., those involving overtone excitation, to name one class) approximate this scenario, and will examine the effect IVR has on the IR spectrum [Heller and Mukamel 1979; Kuzmin et al. 1987a,b; Stuchebrukhov and Khromov 1987; Ionov et al. 1988]. For the effect of collisional relaxation on spectral functions, see Koszykowski et al. [1982b]. Characteristic of the subsystem

$$\gamma_i = \Gamma_i(\{\omega_k\}, \{\gamma_k\})$$

(6.9)

is the fact that if the energy exceeds the threshold energy $E_c$ greatly, the dependence of the right-hand sides $\Gamma_i$ on the variables $\{\gamma_i\}$ is very weak, and the correlation between the various solutions $\gamma_i$ disappears, and each of them can be found independently of the others by means of “Golden-Rule” type of recipes

$$\gamma_i = 2\pi \langle V_i(E) \rangle^2 \rho^{\ast \gamma}(\omega_i),$$

(6.10)
where $\langle V(E) \rangle$ is the effective interaction, which depends on the energy of the molecule, and $\rho^{\text{es}}$ is the density of the Fermi resonances. This implies that for such energies, we can in the treatment of molecular mode relaxation, treat the remaining modes as an energy reservoir, the correlation characteristics of which can be found independently of the state of mode $i$. In this section we will, along with Stuchebryukhov [1986] consider such a situation, and see that such an assumption enables us to investigate conditions in which purely phase relaxation can be separated from energy transfer processes.

The validity of this approach at high energies can be demonstrated [e.g., Zaslavsky 1985] by comparing relaxation times $\gamma^{-1}$ of the mode of interest, and the damping time $\tau$, of the correlations of the corresponding variables of the reservoir. For the separation of a selected mode and the dissipative reservoir, it is necessary that the former be much larger than the latter. (For high energies, this condition is valid for molecules, as shown in Bagratashvili et al. [1985], Stuchebryukhov [1986]).

The state of the molecule consisting of an excited mode (one which has been excited by a laser, say) and a reservoir of modes inactive in such absorption is specified by the density matrix $\sigma$ of the excited mode and the vibrational temperature of the reservoir. This is also known as the "pumped mode" approach in multiphoton excitation (e.g., Mukamel [1978], Stephenson et al. [1979], Letokhov and Makarov [1981], Kay [1981], Stone et al. [1981], Lupo and Quack [1987]). For various theoretical descriptions of the multiphoton excitation processes, see Bagratashvili et al. [1985], Von Puttkamer et al. [1983], Lupo and Quack [1987], Gray et al. [1985], Rashev [1985], Rashev and Kancheva [1987], as well as references therein. The PM approach is not as practical as its alternative, many times referred to as the NME (nuclear molecular eigenstate) approach [Scheck and Jortner 1979] since it cannot determine the populations of excited levels directly. But within its framework it is possible to describe in detail the intramolecular relaxation processes (of the $T_1$ and $T_2$ kinds, e.g., Kay [1981], Stone et al. [1981], Budimir and Skinner [1987]). The procedure advocated by Bagratashvili et al. [1985] is different from a number of these multiphoton excitation (MPE) theories, because in addition to treating the vibrational temperature, the population in various vibrational levels and the spectroscopic anharmonicity constants, it also takes into account the relations between the vibrational frequencies, which turns out to be vital since it is the density of intermode resonances rather than the full level density that determines the efficiency of MPE. The multiphoton excitation dynamics in the laser field is described by a system of closed equations for $\sigma$ and $\Gamma$ (these variables are coupled as a result of the possible exchange of energy between the excited mode and the reservoir).

On the other hand, the absorption spectrum, as well as the relaxation of the near equilibrium states can be studied at a fixed reservoir temperature. The interaction of the excited mode with the reservoir as a result of the anharmonic coupling terms gives rise to the processes of dephasing (e.g., Mukamel [1978]) and relaxation of the energy from the excited mode, and this is described by the corresponding relaxation operator $I^R$ in the equation for $\sigma$. Furthermore, the anharmonic interaction leads to a change in the dynamical part of the equation for $\sigma$, a situation which can, in certain cases, be described as a redefinition of the Hamiltonian of the excited mode.

The simplest derivation of the kinetic equation is obtained when: (1) the Markovian approximation is valid, i.e., when the relaxation time $\tau$ of the system is much longer than the correlation time $\tau_c$ for the reservoir; and (2) there is no frequency degeneracy in the system, i.e., if the pairs of levels $m, n$ and $m', n'$, do not coincide, then

$$|\omega_{mn} - \omega_{m'n'}| \gg \tau^{-1}, \quad (6.11)$$

where $\tau$ is the relaxation time of the system (this is often called the "secular approximation" in spin
relaxation). The first condition is necessary for the kinetic equation to be differential rather than an integrodifferential equation, as in the case of a system with memory [Mukamel 1981]. The second condition leads to a situation in which the off-diagonal elements of the system’s density matrix attenuate independently of each other, (the random-phase approximation) and the off-diagonal part of the kinetic equation has the form

$$\frac{d\sigma_{mn}}{dt} = -(1/T_2)_{mn}\sigma_{mn},$$

(6.12)

where $T_2$ is the phase relaxation time, there being such a time for each pair of levels $m, n$. In the case when condition 2 is fulfilled, the off-diagonal elements relax like a set of uncoupled two-level subsystems. In the case that the system has frequency degeneracy, as in the case of the harmonic oscillator [Sazonov and Stuchebrukhov 1981, 1983; Parris and Silbey 1987], to take an extreme example, the relaxation of the off-diagonal elements occurs much more slowly. The various matrix elements are coupled and in the general case, the equation has the form

$$\frac{d\sigma_{mn}}{dt} = \sum R_{mn,kl}\sigma_{kl},$$

(6.13)

where the $R_{mn,kl}$ are coefficients. Thereby there is a distinctive coherence in the damping of the off-diagonal elements, and the system relaxes as a whole.

Since the relaxation of the off-diagonal elements determines the absorption spectrum of the system, the question of how this relaxation occurs is relevant for the study of the linear absorption spectrum (for sample computations of the spectrum, see Akulin and Karlov [1980], Makarov and Tyakht [1982]). It has been pointed out by Kay [1981] that allowance for the coherence effects discussed above can lead to a significant narrowing of the absorption spectrum. For further discussion of the effect of IVR on the spectrum, see True [1983].

Assume at first that the relaxation time of the system, $\tau$, is much larger than the correlation time $\tau_c$. It is easily argued that condition 2 does not hold for an excited molecule. The quantity $\tau^{-1}$ determines the characteristic width of the absorption spectrum. This quantity is much larger than the anharmonic level shifts $\delta$, and it is indeed this condition that makes multiphoton excitation of polyatomic molecules possible in the quasicontinuum. The quantity $\delta$ also characterizes the remoteness of the levels of a vibrational mode, and lies in the range of 1 to 4 wavenumbers. The spectral width of the excited molecules ranges from values larger than 10–30 wavenumbers and the condition

$$\tau^{-1} \gg \delta$$

(6.14)

is fulfilled. But $\delta$ is also characteristic of the frequency difference $|\omega_{mn} - \omega_{m'n'}|$ and therefore the second condition above is not fulfilled. Indeed, the opposite is true, which indicates that the nonequidistance of levels is not important for the relaxation, and the vibrational mode can be modeled by a set of equally spaced levels. This is the quasiharmonic model [Bagratashvili et al. 1985] where the mode frequencies depend on the mode energy, but the levels remain equidistant.

In most past work it is implicitly assumed that condition 2 is fulfilled. This may lead to an overestimate of the width of the IR spectrum, which could be as large as an order of magnitude. In contrast to a number of articles where the above-discussed kinetic equation for the density matrix is used, the work of Kay [1981] is careful to take into account the second condition. It is also worth noting that condition 2 becomes even harder to satisfy in the limit $\hbar \rightarrow 0$ [Parson 1988].
Based on the preceding argument, many authors [Sazonov and Stuchebryukhov 1981, 1983; Bagratashvili et al. 1985; Kuzmin et al. 1986a; Stuchebrukho 1988] have opted to use the quasiharmonic approximation rather than the random-phase approximation. The simplest variant of the kinetic equation with quasiharmonic modes was considered in Bagratashvili et al. [1985], where a special form for the nonlinear coupling was assumed, and purely phase relaxation was not considered.

Using the general method of Lax [1964], Stuchebryukhov [1986] derived kinetic equations describing the relaxation of selected vibrational modes of a molecule to the equilibrium state, and the role of various anharmonic terms causing relaxation are analyzed. They discuss the types of interactions that give rise to purely phase relaxation (by a similar, though not phenomenological process as Narducci et al. [1977]), and when their contribution to the shape of the absorption spectrum can be separated from the contributions of the energy relaxation process. Purely phase relaxation and its effect on the spectra of highly excited molecules has been considered recently by Makarov and Tyakht [1987], who, by using a formalism similar to that of Nitzan and Persson [1985] for adsorbates on surfaces (for other treatments, see Persson and Persson [1980], Van Smaalen and George [1987], Volotikin et al. [1986], Lin et al. [1988]), were able to suggest prescriptions for extracting dynamical information from the spectra of highly excited molecules, and to compare this relaxation with energy relaxation.

In the work of Stuchebryukhov [1986], it is shown that when allowance is made for high-order anharmonic interactions, the relaxation occurs nonexponentially (for other examples of nonexponential relaxation, see Dumont and Brumer [1987, 1988]) and the absorption spectrum of a highly excited molecule is in general not Lorentzian (see, for example Bagratashvili et al. [1987]). Then the dependence of the longitudinal and transverse relaxation rates (in the case that they are separable) on the anharmonicity, the molecular frequencies, and the number of degrees of freedom can be investigated. They show that the effective molecular nonlinearity, which governs the relaxation process, depends on the energy of the molecule. Whereas at low energies the relaxation is governed by a three-frequency interaction, i.e., by nonlinearities of third order, at high energies the higher-order anharmonicities become activated and the relaxation proceeds by many-phonon processes. It is worth noting that at high energies, we can identify the nonlinearity order $m^*$ that makes the greatest contribution to the relaxation process. This order depends on the energy the molecule. At low energies it is three, and at energies close to the dissociation threshold, can attain the value of ten.
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Appendix. On the relation between absorption linewidths, intramolecular vibrational energy redistribution (IVR), and unimolecular decay rates

W.H. Miller

Here, a simple model (the standard one from the theory of radiationless transitions) is used to illustrate the relation (or lack thereof) between line widths in photoabsorption spectra and the unimolecular decay rate of the excited molecule. Among the relevant experiments are the recent photoabsorption spectra of ethylene dimers in a molecular beam. The point made is that a Lorentzian-like absorption line may indeed be unresolvable, even in principle, and still not be related to the lifetime of the molecule (i.e., the unimolecular decay rate).

With the current intense level of activity in high resolution vibrational spectroscopy and photodissociation of polyatomic molecules, there is considerable discussion as to the interpretation of line widths in the absorption spectrum with regard to rates of “intramolecular vibrational energy redistribution” (IVR) and, in the case of photodissociation, to unimolecular decay rates. The typical situation is that one observes a Lorentzian-like absorption line and wishes to interpret the width of the line as a rate; the question, which is addressed in this paper, is the rate of what? (The discussion throughout this paper relates to isolated molecule behavior; i.e., collisional and other environmental effects are assumed to be unimportant.)

The experiments that one has in mind are the excitation of overtones of CH stretch modes in polyatomic molecules [Henry 1977; Bray and Berry 1979; Reddy et al. 1982] and, more specifically, the photodissociation of Van der Waals clusters in supersonic molecular beams, [Smalley et al. 1976; Levy 1980; Cassassa et al. 1981; Hoffbauer et al. 1983; Fischer et al. 1983] though the same considerations arise in many other contexts. In the former case there is no dissociation involved, so there is no question of unimolecular decay; the essentially universal point of view [Heller and Mukamel 1979; Freed and Nitzan 1980; Stannard and Gelbart 1981; Sibert et al. 1982a,b] is that the ~100 cm$^{-1}$ width of the Lorentzian-like line gives the IVR rate of the initially excited local mode state. Under idealized, infinite resolution, of course, this Lorentzian-like “line” is actually a dense bundle of Dirac delta functions, the coefficients of which have a Lorentzian-like distribution, but this does not alter the IVR interpretation.

In the latter case, however — e.g., the photodissociation of ethylene dimers in a molecular beam [Cassassa et al. 1981; Hoffbauer et al. 1983, Fischer et al. 1983] — it is not immediately obvious what the ~10 cm$^{-1}$ width of the IR absorption line means. The Lorentzian-like line appears to be “homogeneous” by the most rigorous standards; i.e., unlike the case of CH overtone excitation, it appears that it would remain a single, smooth Lorentzian line even in the limit of infinite resolution. Assuming that this is indeed true, does the width of the line give the unimolecular decay rate (via the standard uncertainty relation)?

The purpose of this appendix is to illustrate the answer to this question by considering a simple model system. The model is borrowed from the standard theory of radiationless transitions, and indeed the absorption spectrum resulting from it is quite standard. The relation of this to the unimolecular decay rate is the somewhat nonstandard point that is the purpose of the appendix.

The model is the standard one in the theory of radiationless transitions [Avouris et al. 1977]: a zeroth-order state $|a\rangle$ is embedded in, and coupled to, a bath of zeroth-order states $|n\rangle$. It is state $|a\rangle$ that carries the oscillator strength from the initial, e.g., ground state of the molecule; i.e., there is no dipole matrix element from the ground state $|g\rangle$ to any bath state $|n\rangle$. The bath states $|n\rangle$ are
characterized by complex energies, $E_n - i\Gamma_n/2$, $E_n$ being their energy and $\Gamma_n$ their width for unimolecular decay (rate = $\Gamma_n/\hbar$). The optically allowed state $|a\rangle$ is assumed to be nondissociative, i.e., characterized by the real energy $E_a$.

The molecular system is thus characterized by the complex Hamiltonian matrix [Heller et al. 1978]

\[
\begin{pmatrix}
E_a, & H_{a,n} \\
H_{n,a} & E_n - i\Gamma_n/2
\end{pmatrix}
\]

(A.1)

where $H_{a,n}$ is the matrix element coupling state $|a\rangle$ to various bath states $|n\rangle$. The complex eigenvalues of this matrix give the energies and lifetimes of the eigen-metastable states of the isolated molecule.

The absorption spectrum of the system, initially in its ground state, is given by

\[
I(E) = -\pi^{-1} \text{Im} \langle g | \mu G(E) \mu | g \rangle ,
\]

(A.2)

\[
G(E) = \lim_{\epsilon \to 0} (E + i\epsilon - H)^{-1} , \quad E = \hbar \omega + E_g .
\]

(A.3)

Because of the assumption that $\mu |g\rangle$ only has components along state $|a\rangle$, this becomes

\[
I(E) = |\langle a | \mu | g \rangle|^2 ( - \pi^{-1} ) \text{Im} \langle a | G(E) | a \rangle .
\]

(A.4)

Also of interest is the survival probability of the initial state $|a\rangle$

\[
P_{a\rightarrow a}(t) = |\langle a | e^{-iHt/\hbar} | a \rangle|^2 ,
\]

(A.5)

and the survival probability $P(t)$ of the molecule itself,

\[
P(t) = P_{a\rightarrow a}(t) + \sum_n P_{n\rightarrow a}(t) ,
\]

(A.6)

\[
P_{n\rightarrow a}(t) = |\langle n | e^{-iHt/\hbar} | a \rangle|^2 .
\]

(A.7)

The survival probability of state $|a\rangle$, $P_{a\rightarrow a}(t)$, is the probability that at time $t$ the system is still in the initially excited state $|a\rangle$, while the survival probability of the molecule, $P(t)$ is the probability that by the time $t$ the molecule has not decomposed. If the Hamiltonian matrix in eq. (A.1) were Hermitian (i.e., $\Gamma_n = 0$), then the propagator $e^{-iHt/\hbar}$ would be unitary and the total probability $P(t)$ conserved. This is the situation usually considered for radiationless transitions, and for example applies to the CH overtone excitation discussed in the introduction: $P(t) = 1$ for all $t$, but is still the case that $P_{a\rightarrow a}(t)$ decays.

Matrix elements of the propagator in eqs. (A.5), (A.7) are most easily obtained by Fourier transforming the Green’s function,

\[
e^{-iHt/\hbar} = -(2\pi i)^{-1} \int_{-\infty}^{\infty} dE e^{-iEt/\hbar} G(E) ,
\]

(A.8)
so that

\[ P_{a\rightarrow a}(t) = \left| -(2\pi i)^{-1} \int_{-\infty}^{\infty} dE \ e^{-iEt} \langle a | G(E) | a \rangle \right|^2 \]  
(A.9a)

\[ P_{n\rightarrow a}(t) = \left| -(2\pi i)^{-1} \int_{-\infty}^{\infty} dE \ e^{-iEt} \langle n | G(E) | a \rangle \right|^2 \].  
(A.9b)

Therefore, to determine the absorption spectrum, eq. (A.4), and the survival probabilities [Eqs. (A.5)—(A.7)], it is necessary only to have the a–a and a–n matrix elements of the Green's function. For the model Hamiltonian of eq. (A.1) one readily obtains

\[ \langle a | G(E) | a \rangle = \left( E - E_a - \sum_n \frac{|H_{n,a}|^2}{E - \epsilon_n + i\Gamma_n/2} \right)^{-1} \],  
(A.10a)

\[ \langle n | G(E) | a \rangle = H_{n,a}(E - E_n + i\Gamma_n/2)^{-1} \langle a | G(E) | a \rangle \].  
(A.10b)

To proceed further it is necessary to have the energies \( E_n \), the lifetimes \( \{\Gamma_n\} \), and matrix elements \( H_{n,a} \), which would require a very detailed molecular model (at best \textit{ab initio} quantum chemistry calculations). For illustrative processes we consider here the simplified version of the model first used by Bixon and Jortner [1968]: the bath energies \( \{E_n\} \) are assumed to be equally spaced and the coupling elements \( H_{n,a} \) and decay widths \( \Gamma_n \) constant,

\[ E_n = n\epsilon , \quad n = 0, \pm 1, \pm 2, \ldots ; \quad \Gamma_n = \Gamma_D ; \quad H_{n,a} = V \].  
(A.11a, b, c)

The sum over bath states in eq. (A.10) can then be evaluated, and one obtains

\[ \langle a | G(E) | a \rangle = [E - E_a - \frac{1}{2} \Gamma_1 \cot(\pi E/\epsilon + i\pi\Gamma_D/2\epsilon)]^{-1} \],  
(A.12a)

\[ \langle n | G(E) | a \rangle = (\epsilon\Gamma_1/2\pi)^{1/2}(E - n\epsilon + \frac{1}{2}i\Gamma_D)^{-1} \langle a | G(E) | a \rangle \],  
(A.12b)

\[ \Gamma_1 = 2\pi V^2/\epsilon \].  
(A.13)

The model is thus characterized by the unimolecular decay width \( \Gamma_D \) and the width (i.e., rate) for IVR, \( \Gamma_1 \), which is seen to be the Golden Rule width for the decay of state \( |a\rangle \). For the remainder of the appendix energy is measured in units of the bath level spacing \( \epsilon \) i.e., one sets \( \epsilon = 1 \) — and also \( E_a \) is set to zero. (Taking \( E_a \) different from zero has only minor effects that are of no concern for the present considerations.)

Utilizing eq. (A.12) (with \( \epsilon = 1, E_a = 0 \), eq. (A.4) for the absorption spectrum becomes

\[ I(E) = |\langle a | \mu | g \rangle|^2 \pi^{-1} (\Gamma/2)^{-1} [(E - \Delta)^2 + (\Gamma/2)^2] \],  
(A.14)

\[ \Gamma = \frac{\Gamma_1 T(1 + t^2)}{T^2 + t^2} , \quad \Delta = \frac{\Gamma_1}{2 \Gamma} \frac{t(1 - T^2)}{T^2 + t^2} \].  
(A.15a, b)
\[ t = \tan(\pi E), \quad T = \tanh(\frac{1}{2} \pi \Gamma_D). \]  

(A.16a, b)

Examples of the spectrum will be shown in the next section, but here it is useful to note that for \( \Gamma_D \gg 1 \) (which in practice means that \( \Gamma_D \approx 2 \)) one has \( T \to 1 \), so that the quantities in eq. (A.15) become

\[ \Gamma \to \Gamma_1, \quad \Delta \to 0, \]  

(A.17a, b)

i.e., when the unimolecular decay width \( \Gamma_D \) is larger than the level spacing, \( I(E) \) becomes a simple Lorentzian whose width is the IVR width \( \Gamma_1 \).

It is somewhat more difficult to determine the survival probabilities \( P_{a\to a}(t) \) and \( P(t) \) in simple analytic form for arbitrary values of \( \Gamma_D \). For \( \Gamma_D \gg 1 \) (i.e., \( \approx 2 \)), however, it is easy to do so, and the results are

\[ P_{a\to a}(t) = e^{-\Gamma_1 t/\hbar}, \quad P(t) = (\Gamma_1 e^{-\Gamma_D t/\hbar} - \Gamma_D e^{-\Gamma_1 t/\hbar})/(\Gamma_1 - \Gamma_D). \]  

(A.18a, b)

First, consider the absorption spectrum; this is very standard fare. Figures 13, 14 and 15 show \( I(E) \), from eqs. (A.14), (A.15) for \( \Gamma_D = 0.5, 1 \) and 2, respectively. \( \Gamma_1 = 10 \) for all cases. Recall that the energy spacing of the bath, \( \varepsilon \), is unity.

Figure 13 shows that one has a resolved spectrum which "sees" individual molecular eigenstates when the unimolecular decay width \( \Gamma_D \) is less than the energy level spacing of the bath. Figure 14 shows the intermediate case \( \Gamma_D = 1 \), and fig. 15 the case that \( \Gamma_D = 2 \) (twice the energy level spacing). If \( \Gamma_D \) is increased to any value \( >2 \), (even \( \Gamma_D \to \infty \)), the spectrum \( I(E) \) is imperceptibly changed from that in fig. 15.

Next consider the survival probabilities. From eq. (A.18a) one sees that in all cases the survival probability of state \( |a\rangle \), \( P_{a\to a}(t) \) decays with the IVR rate \( \Gamma_1/\hbar \). The unimolecular decay rate that one infers from eq. (A.18b) is

\[ k_{uni} = \min(\Gamma_D, \Gamma_1)/\hbar. \]  

(A.19)

Fig. 13. Absorption spectrum (in arbitrary units) given by eqs. (A.14)-(A.16), for the case \( \Gamma_D = 0.5 \). (\( \Gamma_1 = 10 \) for figs. 13-15, and the bath level spacing \( \varepsilon = 1 \).)
Fig. 14. Absorption spectrum (in arbitrary units) given by eqs. (A.14)-(A.16), for the case $I_0 = 1$. ($I_0 = 10$ for figs. 13-15, and the bath level spacing $\varepsilon = 1$.)

For all the cases in figs. 13-15, therefore, the unimolecular decay rate is $I_D/h$, but if $I_D > I_1 (= 10$ here), then it is given by $I_1/h$. This has the obvious interpretation that for $I_D < I_1$, decay of state $|a\rangle$ into the bath is fast (rate $= I_1/h$) and decay out of the bath slow (rate $= I_D/h$), while the converse is true for $I_D > I_1$. In either case the unimolecular decay rate is the rate limiting step, the smaller of $I_1/h$ and $I_D/h$. [For $I_D = I_1 = I$ eq. (A.18b) gives $P(t) = (1 + I t/h) e^{-I t/h}$, but still one has $\lim_{t \to \infty} \frac{d}{dt} \ln P(t) = I/h$.]

The important observations from these results are:

1) if $I_D$ is less than the molecular energy level spacing, then the width of the individual lines does indeed give the unimolecular decay rate $I_D/h$;

Fig. 15. Absorption spectrum (in arbitrary units) given by eqs. (A.14)-(A.16), for the case $I_0 = 2$. ($I_0 = 10$ for figs. 13-15, and the bath level spacing $\varepsilon = 1$.)
(2) however, if \( \Gamma_D \) is greater than the level spacing, there is no way to identify the unimolecular decay rate from the absorption spectrum; and

(3) in any event, \( \Gamma_D < 1 \) or \( \Gamma_D > 1 \) (i.e., figs. 13, 14 or 15), the width of the complete band, resolved or unresolved, may be interpreted as the rate of IVR, \( \Gamma_I \), which is the rate of decay of the initially excited optically active state \(|a\rangle\).

What, then, can one conclude in the case that a smooth Lorentzian-like line is observed, as for the photodissociation of ethylene dimer discussed in the introduction, which is clearly broader than the molecular energy level spacing (which can be estimated by statistical approximations)? First, one can clearly identify the observed width as \( \Gamma_I \), the width for IVR, which gives the rate for decay of the optically active zeroth order state initially excited. All that one can conclude about the unimolecular decay rate, however, is that it lies between \( \varepsilon/\hbar \) (\( \varepsilon = \) molecular energy level spacing) and \( \Gamma_I/\hbar \). There is no way in principle, even with arbitrarily high resolution, to determine the unimolecular decay rate from the absorption spectrum. (It should be noted, though, that other excitation mechanisms may exist, involving operators other than the dipole operator, which excite individual eigenmetastable states, and in this case the linewidth would indeed give the unimolecular decay rate of the individual eigenmetastable states.)
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