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I. INTRODUCTION

Semiconducting single-walled carbon nanotubes (SWNTs) are one of the most intriguing nanomaterials due to their large aspect ratios, size tunable properties, and dominant many-body interactions. While the SWNT electrical and mechanical properties have been well studied, the fundamental optical properties are continuously emerging as new synthetic and purification techniques are developed. Such optical characterization has fueled recent developments such as efficient in vivo photoluminescence imaging in live mice and demonstration of highly efficient carbon nanotube photodiodes. The photophysical properties of this quasi-one-dimensional nanomaterial are determined by strongly bound Mott–Wannier type excitons, which arise from an electron–hole Coulombic interaction that is greatly enhanced from one-dimensional (1D) confinement effects. Since the corresponding exciton binding energy composes a large fraction of the overall band-gap (∼30% for (6,5) SWNTs), excitonic transitions completely determine the optical properties of semiconducting SWNTs. As a consequence, the linear absorption and photoluminescence spectra produce relatively sharp peaks from transitions from bound exciton states. Ab initio calculations show that each such transition (denoted \( E_{11}, E_{22}, \ldots \)) occurs within a manifold of both the optically bright and dark states, the latter of which are believed to play a critical role in exciton population relaxation processes and in determining the overall photoluminescence yield.

The excitons initially possess a definite phase relationship among themselves and with the electromagnetic radiation creating them. As such, the coherently created excitons can be spatially delocalized on an extended scale limited in principle only by the wavelength of the laser light. For semiconducting SWNTs with a length scale of ∼1 μm or shorter, this would suggest that \( E_{11} \) excitons may be initially delocalized up to the length of the nanotube. Currently, reported estimates for the exciton delocalization lengths vary greatly from tens to hundreds of nm and will depend critically on the timescale of the measurement. Subsequent scattering with phonons, defects, and impurities, etc. will lead to an exponential loss of coherence within an ensemble of SWNTs and eventually exciton localization to a finite spatial length equal to its inherent radius of ∼1–2 nm. A quantitative measure of this timescale where exciton coherence persists is...
the dephasing time ($T_2$), and its determination also provides a time-domain measurement of the homogeneous linewidth through the inverse proportionality, $\Gamma_k = 2\hbar/T_2$.\(^{14}\) During the dephasing time both population and the ensemble phase will decay; however, the remaining excitons may be extensively delocalized along the tube.

The homogeneous linewidths of SWNT ensembles were first measured by femtosecond three-pulse photon echo peak shift (3PEPS) spectroscopy, which provided an indirect estimation of the $T_2$ timescales.\(^{15}\) Shortly after, direct determination of the dephasing timescales was preformed using a femtosecond two-pulse photon echo (2PE) technique on a sample highly enriched in the (6,5) tube species. Using 2PE, long-lived $E_{11}$ coherences with a $T_2$ of 170 fs were reported at room temperature.$^{16}$ Similar dephasing times have been also reported for other tube types using indirect two-pulse photon echo peak shift measurements.$^{17}$ Observation of long electronic dephasing times at room temperature is striking in comparison to molecules, molecular complexes, and aggregates which typically dephase on a sub 10 fs timescale.$^{18,19}$ Crystalline systems such as two-dimensional GaAs quantum wells have moderately longer dephasing times approaching $\sim 95$ fs at 294 K.$^{12,20,21}$ Additionally, previous measurements at different excitation intensities and lattice temperatures (77–292 K) showed that both exciton–exciton and exciton–phonon scattering profoundly influence the dephasing timescales and the homogeneous linewidths of the $E_{11}$ transition.$^{16,17}$

Together, the 3PEPS and 2PE results independently show that the homogeneous linewidth associated with the (6,5) $E_{11}$ transition is at least fourfold smaller than the inhomogeneous contributions.$^{15,16}$ Similar homogeneous linewidths have been also obtained from frequency-domain single-tube measurements.$^{22–24}$ One advantage of the ensemble based approach using photon echo spectroscopy is that its inherent averaging accounts for the differences among individually separated tube (length, defects, etc.) and local environmental disorder. While correspondence can be found between the results obtained from time-domain ensemble measurements and frequency-domain single-tube spectroscopy, direct comparison is hampered by the often highly variable linewidths obtained from single-tube measurements even for the tubes with same chirality. In addition, all reported single-tube fluorescence experiments employ indirect excitation of the $E_{11}$ band through its corresponding $E_{22}$ manifold, vibronic bands or off-resonance. The ensuing relaxation to the radiative $E_{11}$ state is typically accompanied by multiphonon emission, which can cause additional dephasing not present in time-domain photon echo measurements employing direct $E_{11}$ excitation.$^{25}$

Although both time-domain photon echo and frequency-domain single-tube approaches are powerful tools to quantify the dephasing times ($T_2$), neither of them can directly provide the pure dephasing time ($T_{2}^\ast$), which is related to the dephasing time $T_2$ and the population lifetime ($T_1$) through the following well-known relation:

$$\frac{1}{T_{2}^\ast} = \frac{1}{2T_1} + \frac{1}{T_2^\ast}. \tag{1}$$

While the $T_2$ timescales can be readily obtained from 2PE measurements, proper determination of the $T_1$ values is not straightforward owing to the general existence of complicated multiexponential decays in SWNTs. The shortest component of the population relaxation can approach the typical $T_2$ times,$^{2}$ and in this case a substantial contribution to spectral linewidth from the population lifetime broadening is expected. Hence, simultaneous measurement of both population and exciton dephasing timescales are crucial to elucidate the pure dephasing timescale ($T_{2}^\ast$) for $E_{11}$ exciton decoherence from exciton–phonon scattering.

In this contribution, we employ complimentary femtosecond spectroscopic techniques including pump–probe, 2PE, and 3PEPS spectroscopy to determine pure optical dephasing times associated with the $E_{11}$ transition. Our experiments were conducted across a broad temperature range (2.5–292 K) and at various excitation intensities and on samples highly enriched in the (6,5) tube type dispersed individually either in aqueous solution or polymer composite films. Analysis of the resulting data further permitted us to distinguish specific contributions to homogeneous linewidth from longitudinal optical and acoustic phonons and to observe an intrinsically large
II. EXPERIMENTAL

Optical spectroscopic investigations of SWNTs are often complicated by the existence of multiple structurally distinct tube species and by a variable amount of bundles being present. Central to all experiments reported in this paper is the use of a sample highly enriched in a single semiconducting tube species, the (6,5) tube. In combination with resonant probe of the E_{11} or E_{22} excitonic bands, this allows us to access the ultrafast dynamics associated with a single tube type. The sample was obtained using a density-gradient ultracentrifugation procedure, and the resulting aqueous suspensions of individualized SWNTs were mixed with water-soluble gelatin or polyvinylpyrrolidone (PVP) polymer and then cast into thin (roughly 400 μm) polymer composite films. Use of such polymer films greatly suppressed laser light scattering arising from slow tube motions occurring in aqueous solution, and enabled measurements at sufficiently low excitation intensities with a good signal-to-noise ratio over a broad temperature range.

The linear absorption and steady-state fluorescence emission spectra measured for SWNTs embedded in a PVP film at room temperature are shown in Fig. 1(b). Upon excitation of the E_{22} transition at 572 nm, similar relative fluorescence yields are obtained compared with the starting aqueous samples. Additionally, the absence of a broad, intense emission in the 1150 nm spectral region indicates that the tube bundling is insignificant. Measurements at low temperatures were carried out by placing the SWNT–polymer composite films in direct contact with a Janis ST-100 cold finger which operates under continuous liquid helium flow. The sample temperature was continuously controlled by interfacing the cryostat with a Lakeshore 331S temperature controller. To ensure high optical quality and resonant excitation of the (6,5) tubes at optical quality and resonant excitation of the (6,5) tubes at excitation energies corresponding to the maximum absorption of the (6,5) tube, linear absorption and steady-state fluorescence emission were also performed at 1012 nm to excite the red edge of the E_{11} absorption band for the PVP–SWNT films.

In these experiments, two nearly equal intensity laser pulses were focused to a spot of 148 μm diameter. The first pulse with wavevector k_1 creates a coherent macroscopic polarization of the exciton ensemble that is allowed to dephase over a variable delay time or coherence time (τ_{12}). After time τ_{12} has elapsed, a second pulse k_2 arrives producing an interference grating with respect to the partially dephased coherent polarization created by k_1. This transient grating diffracts incident photons into phase-matched direction 2k_2−k_1, as shown in Fig. 2, which is detected in a time-integrated manner with an InGaAs photodiode and a lock-in amplifier. A measurement of the diffracted signal as function of positive τ_{12} delays gives a nearly monoexponential decay, and the corresponding timescale (τ_{decay}) can be accurately extracted through a least squares deconvolution fitting algorithm with explicit consideration of finite pulse duration. For strongly inhomogeneously broadened systems such as semiconducting SWNTs, the dephasing time T_2 can be obtained directly from the following relation T_2 = 4τ_{decay}.

The dynamics of exciton population relaxation was monitored by femtosecond pump–probe spectroscopy. Upon excitation of the E_{22} transition with 48 fs laser pulses centered at 570 nm and subsequent rapid interband relaxation, the dynamics of the resulting E_{11} excitons is probed selectively at chosen wavelengths with a white-light continuum. The
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detection unit consists of a single-grating monochromator, an InGaAs photodiode and a lock-in amplifier. The polarization of the pump beam was set to the magic angle (54.7°) with respect to probe beam, which enables us to eliminate potential contributions from tube orientation. The measurements were performed at several sample temperatures which was chosen to be same as used for our 2PE experiments. A least squares deconvolution algorithm was applied to extract the timescales of the decay kinetics employing a model function that consists of sum of multiple exponents.

To investigate both optical dephasing and spectral diffusion processes, 3PEPS was used as an extension of the 2PE approach where the laser pulse was instead divided into three replicas \((k_1, k_2, k_3)\).\(^{35}\) The details of this technique and its application to SWNTs at room temperature has been previously described.\(^{15,33}\) Briefly, the 3PEPS signal were simultaneously detected in two phase-matching directions \((k_1 - k_2 + k_3\) and \(-k_1 + k_2 + k_3)\) as a function of coherence time \(\tau_{12}\) and an additional delay between pulses 2 and 3, the population time \(\tau_{23}\). At a given population time, two photon echo profiles were measured and the corresponding peak-shift \((\tau^*)\) is defined as half of the temporal offset of the two signal maxima. A plot of the peak shift \(\tau^*\) as a function of population time allowed us to examine both optical dephasing (for \(\tau_{23} = 0\) and spectral diffusion processes \((\tau_{23} > 0)\) for temperatures ranging from 4.4 to 292 K.

### III. RESULTS AND DISCUSSION

#### A. Exciton–exciton scattering dynamics

The large absorption cross-section of semiconducting SWNTs facilitates the creation of multiple excitons per tube, which will experience enhanced mutual interactions because of one-dimensional confinement.\(^{1}\) A quantitative estimate for the number of excitons created can be obtained using an absorption cross-section \((\sim 1 \times 10^{-17} \text{ cm}^2 \text{ per SWNT carbon atom})\),\(^{36}\) the mean tube length of 600 nm for our samples,\(^{26}\) a measured beam waist \((148 \mu \text{m})\), and the total incident excitation intensity used. The excitation intensity was varied over fiftyfold corresponding to a mean exciton population of 0.8–42 per tube or alternatively an exciton density \((N_x)\) ranging from 1.3 to 70 \((\times 10^4) \text{ cm}^{-1}\). One consequence of populating many excitons in a spatially confined region is a significant enhancement in exciton–exciton scattering events along the nanotube axis.\(^{25}\) Previous work has shown that such exciton–exciton scattering and annihilation contributes significantly to optical dephasing in SWNTs.\(^{37}\)

Figures 3(a) and 3(b) show the 2PE data measured for different excitation fluences at 4.4 and 292 K, respectively (semilog scale plotted). At all temperatures, the decay follows monoeponential behavior very closely. The 2PE profile decays markedly faster with increasing excitation fluence, providing direct evidence for dephasing induced by exciton–exciton scattering. While a similar intensity dependence has been recently reported,\(^{16,17}\) the results obtained here are reported down to temperatures as low as 2.5 K and extract the optical dephasing rate directly from the echo decay profile. As has been recently reported,\(^{25,38}\) the exciton dephasing rate \((1/T_2)\) or equivalently, the homogeneous linewidth, contains contributions from line broadening induced by both inelastic exciton–phonon \((\Gamma_{\text{ex-phon}}(T))\) and exciton–exciton scattering \((\Gamma_{\text{ex-ex}}(N_x, T))\).\(^{15,17,37}\) These contributions sum to give the overall effective homogeneous linewidth,

\[
\Gamma_h(N_x, T) = \Gamma_0 + \Gamma_{\text{ex-ex}}(T)N_x + \Gamma_{\text{ex-phon}}(T),
\]

FIG. 3. 2PE decays profile showing the excitation intensity dependence for the (6,5) SWNT collected at (a) 292 K in aqueous solution and (b) 4.4 K in PVP polymer under various excitation fluences as indicated in the plots (in \(\mu \text{J/cm}^2\)). (c) Plot of the extracted dephasing rate, \(1/T_2\), as a function of excitation fluence shown at four different temperatures. Plots can be extrapolated to the zero-intensity limit where contributions from exciton–exciton scattering are negligible.
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where \( \Gamma_0 \) is the intrinsic linewidth at \( T = 0 \text{ K} \). As exciton density is increased, the exponential decay rate of the 2PE signal increases by one fold across all temperatures measured (see, Fig. 3, note the semilog intensity scale). Other spatially confined systems such as quantum wires\(^{38}\) and CdSe quantum dots\(^{40}\) also exhibit clear signatures of intensity induced dephasing. A substantial \( \Gamma_{\text{ex-ex}} \) contribution to the linewidth is consistent with exciton confinement effects leading to enhanced exciton–exciton scattering. Carbon nanotubes in particular are not only strongly confined 1D systems, but have large absorption cross-sections (\( \sim 5.5 \times 10^{-13} \text{ cm}^2 \) for a 600 nm (6,5) tube), making them an ideal systems to observe such intensity dependent contributions to the exciton dephasing rate.

In order to reach a limit where scattering from multiexciton interactions (i.e., \( \Gamma_{\text{ex-ex}} \)) can be safely neglected, the beam fluence was incrementally lowered, permitting extrapolation to the zero intensity limit [see Fig. 3(c)]. The resulting intensity-independent exciton dephasing rate (or intrinsic homogeneous linewidth) is then obtained. For the majority of temperatures measured the dephasing rate varied linearly with the exciton density (\( N_x \)) according to Eq. (2). Below approximately 30 K and above 200 K however, the dephasing rates obtained have significant curvature with excitation intensity, suggesting that the exciton–exciton (\( \Gamma_{\text{ex-ex}} \)) and exciton–phonon (\( \Gamma_{\text{ex-ph}} \)) dephasing contributions may be coupled. In these cases, a polynomial expression was used to extrapolate to the zero intensity limit. The results obtained are in good accord with measurements published earlier reporting the intensity-dependent exciton dephasing rate down to 77 K.\(^{16}\) Detailed studies examining the contributions from exciton–exciton scattering to optical dephasing can be found elsewhere.\(^{25,37}\) In the following sections we instead focus on the extrapolated results in the zero intensity limit, which effectively eliminates the contribution from the \( \Gamma_{\text{ex-ex}} \) term to the homogeneous linewidth.

**B. Temperature-dependent contributions from \( E_{11} \) population relaxation**

Pure optical dephasing times are often considered to be identical to the \( T_2 \) time obtained directly from 2PE experiments, and the contributions from population relaxation are neglected by assuming that its lifetime is significantly long (i.e., \( 1/2T_1 \ll 1/T_2 \)). The population relaxation detected for the (6,5) nanotubes by pump–probe experiments however, contains a dominant decay component with a timescale similar to the \( T_2 \) time. This means that explicit account of the population decay time (\( T_1 \)) is crucial to correctly obtain the pure optical dephasing time \( T_2^* \).

To account for the contributions from population decay, we performed pump–probe measurements for the (6,5) tubes embedded in both PVP polymer and gelatin composites at different temperatures [see Fig. 4(a)]. For the PVP composites, the same temperatures were chosen as used for our 2PE measurements. Extraction of the decay timescales from the pump–probe data involves use of a least-squares deconvolution algorithm and a model function consisting of multieponential components. We obtained satisfactory fits for a majority of our data with a model function of three exponents, but for those measured near room temperature (\( T \geq 250 \text{ K} \)), an additional exponential component was needed. Among these three or four components, the fastest decay component is always dominant and has an approximate relative weight of 60% of the total amplitude. The extracted lifetime for this fastest lifetime component ranged from 290 to 460 fs as the temperature was lowered from 292 to 80 K. The lifetime associated with the second decay component ranged from 2.7 to 5.6 ps over the same temperature range with a relative amplitude of 30% with about 10% relative amplitude. It is clear from Eq. (1), that the two slower decay components will not contribute appreciably to the pure dephasing rate. Also, their significantly smaller amplitudes in combination with their relatively weak temperature dependence further reduce their influence on the obtained pure dephasing times \( T_2^* \). Thus, we will instead
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focus primarily on modelling the initial, fast decay portion of the pump–probe data collected at various temperatures.

The inset in Fig. 4(b) shows the dominant population decay rates extracted from the fastest exponential relaxation component at each temperature measured. Upon cooling the sample from 292 to 80 K, a roughly linear dependence of the population decay rate on temperature is found. Such a rate increase with temperature is normally expected for systems dominated by nonradiative decay primarily mediated by exciton–phonon scattering.\(^{31}\) Below the 80 K threshold, a marked increase in the \(E_{11}\) population decay rate is observed, which can be seen from the kinetics shown in Fig. 4(a). To model such an acceleration in the initial decay component for (6,5) SWNTs, we adopted a phenomenological three-state model previously used to describe temperature dependence of steady-state and time-resolved fluorescence kinetics of semiconducting SWNTs.\(^{10,42,43}\) This three-state model allows for rapid thermalization of the optically bright \(E_{11}\) state with a third low-lying state [labeled \(D\), see the energy level diagram in the inset of Fig. 4(a)]. At sufficiently low temperatures, the acoustic phonon modes mediating the \(E_{11}\) ↔ \(D\) thermalization are no longer excited, which will effectively halt the uphill energy transfer from \(D\) to \(E_{11}\). This consideration indicates that an enhancement in the exciton population decay will occur when the temperature reaches a certain range, which is in line with the shortened lifetime associated with the fastest decay of the fastest decay component observed below 80 K [see, Figs. 4(a) and 4(b)].

To quantitatively simulate the population relaxation dynamics, we begin with the following coupled differential equations:

\[
\frac{d n_{E_{11}}}{dt} = k_{E_{11}} n_{E_{22}} - (k_{E_{11}} + k_{\gamma}) n_{E_{11}} + k_{+} n_{D} - \frac{1}{2} \gamma_0 t^{-1/2} n_{E_{11}}^2 ,
\]

(3)

\[
\frac{d n_{D}}{dt} = -(k_{D} + k_{+}) n_{D} + k_{-} n_{E_{11}},
\]

(4)

where \(n_{E_{11}}\) and \(n_{D}\) represent the exciton populations at the \(E_{11}\) and \(D\) states, respectively, and the \(k\) parameter describes the rate constants for population relaxation shown in the inset of Fig. 4(a). Since, the \(E_{22} \rightarrow E_{11}\) relaxation is known to be fast (roughly 50 fs) (Ref. 34) compared to our pulse duration, we can assume that the \(E_{11}\) band is impulsively excited (i.e., \(k_{E_{22}} = 0\)). A significant addition in our model from that reported previously is that we explicitly take into account an exciton–exciton annihilation pathway into account. Consequently, an additional relaxation pathway originated from the \(E_{11}\) state is included in Eq. (3). We further assume that the corresponding annihilation rate can be described by \(\gamma(t) = \gamma_0 t^{-1/2}\) with the dimensionality parameter \(d\) being equal to 1 and \(\gamma_0\) being time-independent and therefore describe diffusion-limited exciton annihilation.\(^{41,44}\) Using Eqs. (3) and (4) to solve for \(n_{E_{11}}(t)\) we were able to reproduce approximately the temperature dependence of the decay rates shown in Fig. 4(b) (inset).

In order to explicitly include the temperature dependence, a phonon assisted scattering process between the \(E_{11}\) and the low-lying state \(D\) is included. For the above simulation, we assumed that the \(E_{11}\) exciton band is parabolic, along with a radiative decay \(k_{E_{11}}\) from the optically bright \(E_{11}\) state and nonradiative relaxation \(k_{NR}\) from the \(D\) state to ground-state. The radiative relaxation can occur only from excitons located within a small region with an energy \(\Delta \approx 0.37\) meV above the band minimum, which is accessible by a photon’s momentum.\(^{9,43}\) According to Spataru et al.\(^{45}\) for an infinite length tube the \(E_{11}\) radiative decay rate can be approximated outside the \(T \rightarrow 0\) region as

\[
k_{E_{11}} = k^2 \sqrt{\frac{\Delta}{k_b T}} ,
\]

(5)

where \(k^2\) is a radiative decay parameter (at \(K_{cm} = 0\)) and \(k_b\) is the Boltzmann constant. A corresponding intrinsic radiative lifetime of 2.5 ps was used. The actual effective radiative lifetime measured (i.e., \(k_{E_{11}}\)) is orders of magnitude larger at all temperatures because of the exciton momentum distribution and potential thermalization with the low-lying state, \(D\). This lifetime value is somewhat shorter than the \(\sim 10\) ps predicted for the (8,0) tube type by \textit{ab initio} calculations.\(^{45}\) For temperatures above \(\sim 80\) K, the \(E_{11}\) state is thermally accessible for the excitons situated at the state \(D\) and the corresponding uphill and downhill rates \((k_{+}\) and \(k_{\gamma}\)) can be approximately related by detailed balance as follows:

\[
k_+ = k_- \exp \left( -\frac{\Delta E_D}{k_b T} \right)
\]

(6)

where \(\Delta E_D\) is the energy difference between the two states. This energy difference is found to be approximately 9 meV and is consistent with results (5–8 meV) obtained from magnetophotoluminescence spectroscopy.\(^{11}\) The potential involvement of this low-lying state \(D\) has been shown to further increase the effective radiative lifetime, particularly in \(T < \sim 80\) K region in time-resolved photoluminescence work.\(^{43,46}\)

Both the the downhill relaxation \((k_-)\) and the subsequent decay from the low-lying \(D\) state \((k_D)\) are assumed to be non-radiative, and their associated temperature dependence can be approximated as\(^{37,48}\)

\[
k_{NR} = k_c + C \exp \left( -\frac{\theta_k}{k_b T} \right)
\]

(7)

where \(k_c\), \(C\), and \(\theta_k\) are fitted parameters, which are determined to be 0.06 , 0.6 , and 90 K for the \(k_-\) rate. For relaxation from the \(D\) state, we obtain a value of \(k_D = 0.15\) ps\(^{-1}\) for our simulations with no temperature dependence required for our temperature range. If we assume that the exciton annihilation rate is largely temperature independent we can set \(\gamma_0 = 0\) to get the initial rate dependence on temperature; our analysis then follows the one presented by Scholes et al. applied to temperature dependent photoluminescence rates.\(^{43}\) Using the fitted parameters to compute the initial decay rate, the three-state model reproduces the temperature-dependent trend observed for the dominant \(E_{11}\) kinetic relaxation rate [see Fig. 4(b), inset].

The above model (with \(\gamma_0 = 0\)) gives a biexponential decay for \(E_{11}\) kinetics, whereas at least three exponential decay components were required to numerically approximate our pump–probe measurements. Inclusion of exciton–exciton
annihilation introduces a nonexponential component which allows us to roughly model the temperature-dependent kinetic decay. Using $\gamma_0$ values ranging from 0.4 to 1.6 ps$^{-1/2}$, we solved the differential system of Eqs. (3) and (4) numerically for temperatures ranging from 4 to 290 K. At most temperatures, the resulting simulated decay curves (solid lines) could reproduce the experimental decay well [see Fig. 4(b)]. Full treatment however would require explicit consideration of the delayed ground state recovery contribution from $n_D$. Since the cross-sectional prefactors are not well-known, we instead assumed that the population occupying $n_D(t)$ is small compared to the $E_{11}$ and ground state population. A more complete treatment of the temperature dependent kinetics may be reported in future works.

The involvement of low-lying states such as the phenomenological D state described here, has also been applied to model the temperature dependence of SWNT fluorescence quantum yields. The precipitous decrease in the quantum yield observed below 80 K suggests that any radiative decay out of the low-lying states must be comparatively small,42, 46, 49 which is supported by a significant decrease of radiative rate.46 In many works, low-lying states such as the D state has been commonly ascribed to the 1g state originally proposed from calculations using a 1D hydrogenic model exciton wavefunction.5, 43 The 1g state is expected to be optically dark from parity selection rules for a one-dimensional SWNT.10 However for intra-excitonic transitions from the optically bright $E_{11}$ 1u state to 1g, rapid scattering and thermalization between states of different parity is allowed.49–51

Previous pump–probe measurements at temperatures between 77 and 293 K showed that the decay times increase roughly linearly with decreasing temperature.52 A similar temperature dependence was also observed from time-resolved fluorescence measurements at both the single-tube and ensemble levels.46, 53 However, when the temperature is lower than 80 K a further decrease of the temperature appear to have little effect on the decay times. In contrast, in the pump–probe results reported here we observe an acceleration in initial decay rate for $T < 80$ K. One possible reason is the different time resolutions of the time-resolved fluorescence experiments and the pump–probe technique used here.

Modeling of the temperature dependent pump–probe decay curves, suggests that the low temperature rate acceleration is physically consistent with involvement of a low-lying state. While a similar temperature-dependent trend was also observed for (6,5) SWNTs in a gelatin composite environment (data not shown), we nonetheless cannot completely rule out unforeseen environmental considerations as an alternate explanation. Regardless of the precise physical origin of the observed acceleration in $E_{11}$ population decay rate at low temperatures, we can use the dominant initial decay rates plotted in Fig. 4(b) (inset) to effectively remove the contributions of population relaxation from our 2PE results, allowing us to determine $T_2^*$ directly.

C. Pure optical dephasing timescales

Semiconducting SWNTs have been characterized by weak exciton–phonon coupling, an observation consistent with both the small Stokes shift (e.g., ~4 nm in Fig. 1(a)) and ab initio calculations.34 In accord, a 205 fs dephasing time is extracted for (6,5) SWNTs in aqueous solution at 292 K [see Fig. 3(a), low intensity limit]. Such long dephasing times at room temperature are indicative of weak exciton–phonon coupling strength. To better understand the physical origin of this weak coupling, 2PE traces were measured as a function of excitation fluence at fixed temperature increments down to 2.5 K. Consistent with previous $T_2$ times reported down to 77 K,16 the extracted dephasing times increase only moderately (to 320 fs) upon cooling to 80 K. Extending the experiment to lower temperatures revealed an unexpected marked increase in the 2PE decay rate [see Fig. 5(a) and 5(b)]. Since lowering temperature necessarily decreases the phonon population, the observed increase in dephasing rate for $T \lesssim 80$ K plotted in Fig. 5(b) is not consistent with line-broadening associated with exciton–phonon interactions (i.e., $\Gamma_{ex-ph}(T)$).

For all temperatures examined, we find the population dynamics are sufficiently fast to significantly broaden the corresponding homogeneous linewidths. Using Eq. (1), the contributions from population relaxation ($T_1$) are removed and the pure dephasing rate ($1/T_2^*$) is calculated. The $1/T_2^*$ rate is plotted in Fig. 5(b) (open circles) and has a distinctly different temperature dependence than the $1/T_2$ rate owing to an
acceleration in the initial $E_{11}$ population decay rate ($1/T_1$) for $T \lesssim 80$ K. In particular, the pure dephasing rate increases linearly in $T \lesssim 180$ K region. Such a linear rate dependence on temperature is a strong indicator of optical dephasing induced by one-phonon interactions.

To fit the pure dephasing rates obtained, the following line-broadening function is used to determine what exciton–phonon scattering processes contribute to optical dephasing of the $E_{11}$ excitation for (6,5) SWNTs,

$$\Gamma_b(T) = \Gamma_0 + aT + \frac{b}{e^{(\hbar \omega_0/\kappa T)} - 1},$$  \hspace{1cm} (8)

which is shown in Fig. 5(b) as the fitted solid line. The first term $\Gamma_0$, represents the finite homogeneous linewidth at $T = 0$ K, which is $2.45 \pm 0.05$ meV (or $T_2^\ast \cong 535$ fs). The second parameter is the linear temperature-dependent line-broadening rate $a = 6.7 \pm 0.6$ $\mu$eV/K and corresponds to one-phonon scattering processes commonly from acoustic phonons. For $T \lesssim 180$ K, we find such one-phonon acoustic scattering processes are the dominant contribution inducing pure optical dephasing [shown by dotted linear fit in Fig. 5(b)]. Remarkably similar linear line-broadening rates have also been reported for GaAs quantum wells derived from similar 2PE analysis. The last term in Eq. (8), provides contributions from optical phonon scattering which scales with the Bose optical phonon occupation factor. The corresponding fit suggests an intrinsic optical phonon energy of $\hbar \omega_0 = 1028 \pm 231$ cm$^{-1}$ with $b = 250 \pm 180$ meV. However, the sparsity of points collected in this $T \lesssim 180$ K region previously investigated in detail by Ma et al., prevents accurate assignment of the optical modes involved. Nonetheless, within the error calculated, the previously implicated traverse optical (TO) mode at 860 cm$^{-1}$, or the longitudinal acoustic + TO mode present at 960 cm$^{-1}$ are potential candidates.

Reasonable correspondence is found between our time-domain study on an ensemble of (6,5) SWNTs and recently reported single nanotube photoluminescence work on (9,8) tubes. Single-tube measurements reported a nearly identical low temperature linewidth of $\sim 2.5$ meV. This particular single-tube measurement also produced a linewidth which scaled linearly with temperature (below $\sim 160$ K). The reported slope, however, was almost three times as steep as the values we extracted for (6,5) SWNTs. A more meaningful comparison however would require information on the population lifetimes associated with the (9,8) SWNTs investigated in this single-nanotube study.

The observation of a significant homogeneous linewidth ($\Gamma_0 = 2.45$ meV) as $T \rightarrow 0$, suggests the presence of a large intrinsic environmental disorder that should be highly sample dependent. Calculations by Perebeinos et al. suggest that even a small amount of spectral diffusion from the surrounding environment can give rise to a significant homogeneous line-width as $T \rightarrow 0$. To investigate the the origin of this low-temperature disorder, the role of the local environment on dephasing processes will be examined in Sec. III E.

### D. Spectral diffusion contribution: A 3PEPS measurement

The timescales extracted from 2PE ($T_2 = 205$ fs) and pump–probe decay ($T_1 = 372$ fs), suggest a room temperature pure dephasing time of 283 fs for aqueous (6,5) SWNTs. In order to investigate this apparently weak exciton–phonon coupling associated with the $E_{11}$ state, we next examine the role of spectral diffusion processes for $T_{23} > 0$ by performing 3PEPS measurements at different temperatures. In 3PEPS, the photo echo signal is simultaneously collected in the $k_1 - k_2 + k_3$ and $-k_1 + k_3$ phase matching directions, allowing access to the time delay between the second and third pulses corresponding to the population time (i.e., $t_{23}$). Here we briefly report the results of a temperature-dependent 3PEPS measurement; full details on the 3PEPS spectroscopy of semiconducting SWNTs at room temperature have been reported elsewhere.

When the time delay $t_{23} = 0$, the 3PEPS ($\tau^*$) experiment provides an indirect measurement optical dephasing time. While there is no analytic relation between the peak shift and $T_2$, both quantities scale with the mean square of $E_{11}$ state frequency fluctuations ($\Delta^2_\omega$) that are modulated by the phonon bath. After an established scaling ratio is used to correct for the pulse durations employed, we find the numerically converted initial peak shift values agree with the corresponding dephasing rates obtained from 2PE experiments collected under the same excitation fluence [see Fig. 6(a)]. Such a non-monotonic computation of peak shift from $T_2$ has been applied previously to SWNTs by Ichida et al.

Examining the peak shift dependence as a function of population times, the 3PEPS decay profile provides information about spectral diffusion processes in the $E_{11}$ band. The 3PEPS decay profiles shown in Fig. 6(b) were collected under a low excitation fluence of $4.3 \mu J/cm^2$ at various temperature increments. The room temperature 3PEPS decay profiles have been previously analyzed to obtain spectral lineshapes and estimation of exciton–phonon coupling strengths. Since the low temperature band thermalization processes are not yet well understood in SWNTs, we instead analyze the temperature-dependent 3PEPS profiles qualitatively. Upon cooling, the peak shift decays at a markedly slower rate toward a constant long-time peak shift value of $\sim 22$ fs. This long-time offset is largely temperature-independent and suggests a fixed inhomogeneous linewidth contribution arising from static environmental interactions. As the temperature is lowered, the decay rate of the peak shift profile slows considerably [Fig. 6(b)]. This slower 3PEPS decay rate is physically consistent with a smaller thermal phonon population, resulting in a statistically longer time for spectral diffusion to effectively erase the system memory associated with the $E_{11}$ band transition.

In Fig. 6(c), the intensity dependence of the 3PEPS profiles is plotted for room temperature data. There is a strong correlation between the excitation fluence dependence of the initial peak shift values and those of the 2PE decay rates extracted in Sec. III C. When normalized to a specified $t_{23}$ time the peak-shift profile measured at various excitation fluences can be approximately superimposed (data not shown).
Similar to the 2PE results, we attribute the origin of the intensity-induced spectral diffusion contribution to exciton–exciton scattering processes. Recently, Abramavicius et al. modeled this intensity dependence using a nonperturbative phase cycling approach that explicitly accounts for the contribution of exciton–exciton scattering and annihilation processes to the measured photon echo signal. Using this theoretical construct, it was shown that by inclusion of higher than third-order polarization terms, that the observed intensity-dependent peak-shift and 2PE profiles can be simulated.

The inclusion of higher than third-order terms necessitates the involvement of coherent multiple-exciton states that induce optical dephasing primarily through annihilation pathways.\(^3\) The requirement for multie exciton states to model SWNT photon echo spectroscopy highlights the importance of analyzing photon echo spectroscopy in the regime of low excitation fluence, where such complicating contributions are greatly reduced.

**E. Temperature-dependent dephasing and the local environment effect**

Below 60 K, the existence of an \(\sim 4\) nm spectral blue-shift in the \(E_{11}\) absorption peak of SWNT–PVP polymer composite films [Fig. 1(b) inset], suggests that the possible hydrostatic effects from the local environment may provide an alternative explanation for the acceleration in dephasing rates (\(1/T_2\)) plotted in Fig. 6(a). To investigate, selected 2PE measurements were repeated with a central excitation wavelength tuned resonantly with the red edge of the \(E_{11}\) band at 1012 nm. For a given temperature and excitation fluence, the dephasing times obtained were moderately shorter for excitation at the red edge, but the overall temperature-dependent trend observed (data not shown) was identical to the original resonant excitation case plotted in Fig. 6(a).

Selected for its comparatively small (\(\sim 2\) nm) temperature-dependent \(E_{11}\) spectral shift, a gelatin–SWNT composite was used as a model system to investigate how surrounding polymer matrix affects the optical dephasing rates extracted. In Fig. 7(a), the corresponding room temperature dephasing rates are plotted for resonantly excited (6,5) tubes in aqueous solution, PVP polymer, and gelatin composite environments. Our measurements in all three local environments produce long room temperature optical dephasing times (\(T_2 = 120–205\) fs, see Table I).

The temperature-dependent 2PE and 3PEPS measurements previously presented were repeated on resonantly excited (6,5) SWNTs embedded in gelatin composite films. Comparing the 2PE decay profiles obtained for gelatin composites in Fig. 7(b) to PVP polymer composite films shown in Fig. 5(b), the optical dephasing rate is found to have a similar temperature dependence in the two host environments. The corresponding dephasing rates for gelatin composites are plotted in Fig. 7(c) alongside the initial peak shift values. All data presented has been extrapolated to the zero-intensity limit. As with PVP composites, the initial peak shift values measured in gelatin composites show a parallel temperature dependence to the dephasing rates obtained directly from the 2PE decay profile.

The pure dephasing time for gelatin–SWNT composites was determined for select temperatures only. Compared to SWNT aqueous suspensions, moderately faster pure dephasing rates are obtained after incorporating aqueous (6,5) SWNTs into the different polymer environments such as PVP and gelatin. This environmental dependence suggests that the bath fluctuations from the surrounding polymer are moderately coupled to the \(E_{11}\) exciton transition; however, under ambient conditions exciton–phonon scattering intrinsic to the SWNT remains the dominant contribution to optical dephasing. As \(T \to 0\), the predicted pure dephasing time for
the gelatin composite is \( \sim 30\% \) smaller than the PVP case, suggesting that changes in environmental static disorder and spectral diffusion also contribute substantially to the homogeneous broadening. Effects such as tube proximity and potential tube aggregation after incorporation of SWNTs into polymer environments presents another potential source of disorder requiring further investigation. The timescales of \( E_{11} \) exciton dynamics for (6,5) carbon nanotubes are summarized in Table I.

For gelatin–SWNT composites, an oscillatory feature consistent with vibrational beating was also apparent in the 2PE decay during the pulse overlap region. Using singular value decomposition a dominant beat frequency of \( 1770 \) cm\(^{-1} \) is extracted which is similar to the \( 1640 \) cm\(^{-1} \) excited-state tangential Raman mode (G-band) for the (6,5) SWNT.\(^{57} \) Such oscillatory behavior has been previously observed in pump-probe measurements using pulse widths shorter than the G-band vibrational period (\( \sim 21 \) fs).\(^{58} \) Interestingly, for the 2PE measurements this oscillatory component diminishes almost entirely in amplitude for temperatures corresponding to the longest dephasing times. One potential explanation is at low temperature the exciton wavepacket may be sufficiently delocalized to effectively “average over” the coupled G-band tangential mode. This phenomenon of motional narrowing that has been extensively described in other quasi-1D systems such as molecular aggregates.\(^{18,60} \) If present in SWNTs, motional narrowing may help explain why long pure dephasing times are realized under ambient conditions.

**F. Motional narrowing and exciton–phonon coupling strength**

Considering the well-defined nanotube vibrational modes, and large surface area exposure to the surrounding environment, the observation of weak exciton–phonon coupling (\( T_2^* \) up to \( 285 \) fs) at room temperature is perhaps unexpected. Such weak coupling has been previously characterized by the Huang–Rhys parameters giving weakly coupled values of 0.1 and 0.03 for the RBM and G-band modes, respectively.\(^{54} \) While this study does not provide such phonon specific coupling strengths, we can instead explore the role of motional narrowing in exciton–phonon coupling, by fitting the nonexponential behavior in the 2PE decay profile across a range of temperatures. Using the model discussed below, the shape of 2PE decay profiles suggests the corresponding \( E_{11} \) homogeneous linewidths are motional narrowed for all temperatures measured.

The nonexponential component of the 2PE decay is extracted using a model function derived out of the stochastic Kubo line-shape theory for a system coupled to a fluctuating reservoir of phonons, and full details can be found elsewhere.\(^{19,32,60} \) In short, an ensemble of \( E_{11} \) optical transitions is described by a frequency correlation function (\( M(t) \))

**TABLE I.** Extracted values (in fs) that characterize the various timescales of \( E_{11} \) exciton dynamics for (6,5) SWNTs. With the exception of the dephasing time measured at lowest excitation intensity (denoted \( T_{2,m} \)), all decay times, and peak shifts (\( \tau^* \)) have been extrapolated to the zero intensity limit.

<table>
<thead>
<tr>
<th></th>
<th>( T_{1} )</th>
<th>( T_{2} )</th>
<th>( T_{2,m} )</th>
<th>( \tau^* )</th>
<th>( T_{2}^* )</th>
</tr>
</thead>
<tbody>
<tr>
<td>PVP</td>
<td>292</td>
<td>295</td>
<td>162</td>
<td>132</td>
<td>53</td>
</tr>
<tr>
<td>polymer</td>
<td>80</td>
<td>460</td>
<td>311</td>
<td>275</td>
<td>—</td>
</tr>
<tr>
<td>Gelatin</td>
<td>4.4</td>
<td>289</td>
<td>269</td>
<td>242</td>
<td>—</td>
</tr>
<tr>
<td>Aqueous</td>
<td>292</td>
<td>302</td>
<td>124</td>
<td>121</td>
<td>48</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>683</td>
<td>228</td>
<td>170</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>4.4</td>
<td>146</td>
<td>158</td>
<td>130</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>292</td>
<td>372</td>
<td>205</td>
<td>184</td>
<td>52</td>
</tr>
</tbody>
</table>
that we assume decays at an exponential rate, \( M(t) = e^{-t/\tau_m} \), as the result of exciton coupling to the phonon bath.\(^{32}\) Here, \( \tau_m \) is the frequency modulation time that provides the timescale of the phonon frequency perturbations which induce electronic dephasing. The expected profile of a given 2PE curve \( (S_E(\tau)) \) can then be obtained analytically from \( M(t) \),\(^{32}\)

\[
S_E(\tau) = \exp \left\{ -4(\Delta_m \tau_m)^2 \left[ 2 \exp \left( \frac{-\tau}{\tau_m} \right) - \frac{1}{2} \exp \left( \frac{-2\tau}{\tau_m} \right) + \frac{\tau}{\tau_m} - \frac{3}{2} \right] \right\}, \tag{9}
\]

where \( \Delta_m \tau_m \) is a dimensionless product of \( \tau_m \) and the amplitude of the frequency fluctuation \( (\Delta_m) \). \( 1/\Delta_m \) represents the minimum time required by the uncertainty principle for an exciton to couple to a phonon mode.\(^{61}\) If \( \tau_m < 1/\Delta_m \), the exciton wavepacket will not couple effectively to the applied fluctuation.\(^{32,61}\) Hence when \( \Delta_m \tau_m \ll 1 \), the exciton–phonon coupling process is said to be strongly motionally narrowed. The presence of motional narrowing weakens the effective exciton–phonon coupling strength, resulting in a narrower homogeneous linewidth with a characteristic Lorentzian spectral shape.\(^{18,61}\)

Across all temperatures investigated, the 2PE decay profile suggests our corresponding homogeneous linewidth is motionally narrowed with an average \( \Delta_m \tau_m = 0.28 \pm 0.04 \) (see, Fig. 8). Thus, \( E_{11} \) excitons in (6,5) SWNTs may not couple effectively to many phonon modes, because nuclear fluctuations from the phonon bath are averaged over from the spatial extent of the exciton along the tube.\(^{18}\) Certain modes (e.g., the TO optical mode), may couple stronger than others depending upon the geometry and strength the applied nuclear fluctuation. When modes involved in motional narrowing are no longer populated at lower temperature, no net effect on the dephasing time is expected. This observation is in accord with the weak overall temperature dependence associated with the pure optical dephasing rate shown in Fig. 5(b).

In site basis, motional narrowing can be modeled as a form of ballistic exciton transport along the nanotube axis (during \( T_2^* \)). This process is fundamentally different from diffusion-limited transport commonly reported on longer timescales observed from intensity-dependent signatures of exciton–exciton annihilation in pump–probe measurements. Ballistic transport implies the exciton is moving faster than it can be thermalized by exciton phonon-coupling. For metallic SWNTs, ballistic transport is a well-established physical property.\(^{62}\) To check if such a transport process is reasonable for semiconducting SWNTs, we can approximate the kinetic energy of ballistic excitons by \( E_{\text{ball}} = 1/2m_{\text{ex}}^* (L_d/T_2^*)^2 \), where \( m_{\text{ex}}^* \) is the effective mass and \( L_d \) is the exciton delocalization length.\(^{63}\) In this classical approximation we find \( E_{\text{ball}} \approx 3.5L_2^2 \mu \text{eV}/\text{nm}^2 \), which exceeds the room temperature thermalization energy (given by \( E_k = 1/2k_b T \)) for initial exciton delocalization lengths on the order 50 nm. With literature values for \( L_d \) ranging from 10 to 100s of nm,\(^{10,13}\) this simple classical model suggests the kinetic energy \( E_{\text{ball}} \) may exceed the thermalization energy even at room temperature. Since this model suggests \( E_{\text{ball}} > E_k \) for temperatures ranging from 4.4 to 292 K, it is reasonable that \( E_{11} \) excitons may experience ballistic transport during the period \( T_2^* \). The presence of ballistic transport further implies that exciton band thermalization may not occur appreciably until after the corresponding \( T_2^* \) time has elapsed.\(^{64}\)

These ad hoc calculations for ballistic transport in (6,5) SWNTs, lend support to our 2PE results which suggest a motionally narrowed exciton dephasing process at all temperature measured. As previously reported for quasi-1D molecular aggregates,\(^{18}\) motional narrowing in SWNTs effectively averages over large dynamic disorder, suggests the presence of considerable exciton delocalization upon optical excitation. This averaging effect reduces the effective exciton–phonon coupling strength and provides a possible explanation for the realization of long 283 fs \( E_{11} \) pure optical dephasing times at room temperature.

IV. CONCLUSIONS

We find that motional narrowing is a significant process that modulates the phonon bath fluctuations that couple to the \( E_{11} \) exciton state in (6,5) SWNTs. This process effectively weakens the exciton–phonon interaction and helps explain the origin of the unusually long (up to 283 fs) \( T_2^* \) times observed at room temperature. Below \( \sim 80 \) K in PVP polymer and \( \sim 100 \) K in gelatin–SWNT composites, a marked increase in dephasing rate was attributed to a corresponding acceleration in the \( E_{11} \) population relaxation. Applying a modified three state model previously developed for SWNT PL kinetics,\(^{43}\) this acceleration in population decay was attributed to exciton thermalization with a low-lying state, found to be \( \sim 9 \) meV below the \( E_{11} \) state. By using the dominant population relaxation lifetime \( (T_1) \) and the \( T_2 \) times extracted from 2PE decay in the low excitation intensity limit, the corresponding pure dephasing times \( (T_2^*) \) are calculated. Upon cooling from ambient conditions to 4.4 K, the overall pure dephasing rate decreases just under three fold. Below \( \sim 180 \) K, \( 1/T_2^* \) decreases linearly consistent with optical dephasing induced by acoustic phonon processes. Such a moderate \( T_2^* \) temperature dependence may be expected for ensemble measurements of (6,5) SWNTs because of motional narrowing effects and the presence of a large, environmentally induced
homogeneous linewidth in the low temperature limit. Collectively, this study highlights the important contributions of coherent excitons to the overall $E_{11}$ spectral dynamics of (6,5) SWNTs and suggests an important interplay between exciton–phonon coupling and the exciton delocalization length motivating further investigation.
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