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Femtosecond extreme ultraviolet transient absorption spectroscopy is used to explore strong-field ionization induced dynamics in selenophene (C4H4Se). The dynamics are monitored in real-time from the viewpoint of the Se atom by recording the temporal evolution of element-specific spectral features near the Se 3d inner-shell absorption edge (~58 eV). The interpretation of the experimental results is supported by first-principles time-dependent density functional theory calculations. The experiments simultaneously capture the instantaneous population of stable molecular ions, the emergence and decay of excited cation states, and the appearance of atomic fragments. The experiments reveal, in particular, insight into the strong-field induced ring-opening dynamics in the selenophene cation, which are traced by the emergence of non-cyclic molecules as well as the liberation of Se+ ions within an overall time scale of approximately 170 fs. We propose that both products may be associated with dynamics on the same electronic surfaces but with different degrees of vibrational excitation. The time-dependent inner-shell absorption features provide direct evidence for a complex relaxation mechanism that may be approximated by a two-step model, whereby the initially prepared, excited cyclic cation decays within τ1 = 80 ± 30 fs into a transient molecular species, which then gives rise to the emergence of bare Se+ and ring-open cations within an additional τ2 = 80 ± 30 fs. The combined experimental and theoretical results suggest a close relationship between σ* excited cation states and the observed ring-opening reactions. The findings demonstrate that the combination of femtosecond time-resolved core-level spectroscopy with ab initio estimates of spectroscopic signatures provide new insights into complex, ultrafast photochemical reactions such as ring-opening dynamics in organic molecules in real-time and with simultaneous sensitivity for electronic and structural rearrangements. Published by AIP Publishing. [http://dx.doi.org/10.1063/1.4972258]

I. INTRODUCTION

Among photo-induced molecular dynamics, ring-opening reactions are attracting particular attention due to their fundamental importance for organic chemistry, including chemical synthesis and biological function.1 While key aspects of the molecular orbitals underlying ring-opening were developed by Woodward and Hoffmann in 1969,2 recent advances in ultrafast laser spectroscopy and diffractive imaging now enable the study of this class of reactions in real-time.3,4 Here, we present a novel approach, femtosecond extreme ultraviolet (XUV) transient absorption spectroscopy to explore a photo-induced ring-opening reaction in the selenophene cation (C4H4Se+) from the unique perspective of the selenium atom and with a temporal resolution commensurate with some of the fundamental dynamic time scales.

The molecular structure and electronic spectra of selenophene have been studied previously both theoretically5,6 and experimentally.7,8 Selenophene8 and its heterocyclic five-membered analogues, such as furan9 and thiophene,10–13 can undergo an electrocyclic reaction upon photoexcitation during which the aromatic ring is opened. In particular for thiophene and selenophene, a deeper understanding of these ring-opening processes is sought to better understand their strengths and weaknesses with respect to applications in organic electronics.14,15

Strong-field ionization (SFI) of polyatomic molecules leads to complex dynamics that may involve multiple ionic continua and dissociation channels.16–18 Deciphering the underlying physical mechanisms remains challenging for both experimental and theoretical studies. XUV transient absorption (TA) spectroscopy has previously been employed to study strong-field induced dynamics in molecules such as C2H3Br,19 CH2Br2,20 or Br221 and, very recently, in 1,2-dibromoethane.22 The method explores fundamental electronic and nuclear dynamics by recording the time-dependent absorption spectrum associated with the excitation of elementspecific core-level electrons. It provides access to ultrafast time scales reaching the attosecond regime23 and may be used to monitor intense-field-induced effects such as light-induced transparency and electronic alignment.24–27 XUV TA has been applied to explore strong-field21,22,24 and single UV photon-induced28,29 molecular dynamics from the unique perspective of distinct reporter atoms.30
Here, SFI induced dynamics in selenophene (C\textsubscript{4}H\textsubscript{4}Se) are explored by femtosecond transient XUV absorption spectroscopy at the Se 3d edge (58 eV). The interpretation of the observed time-dependent core-level absorption spectra is supported by first-principles time-dependent density functional theory (TDDFT) based simulations of XUV absorption spectra for a series of benchmark molecular configurations. Along with the instantaneous creation of stable parent cations, transient spectral signatures of selenophene ions in a variety of excited states are observed as well as the appearance of atomic fragments. In particular, non-cyclic cations, most likely in σ+ excited states, are formed on an overall time scale of 170 fs. Additionally, a significant fraction of the selenophene ions undergoes a ring-opening process on the same time scale in which both C–Se bonds are eventually broken to produce isolated Se\textsuperscript{+} ions. The dynamics leading to both ring-opening products may be approximated by a two-step model, whereby an initially prepared cyclic cation decays within τ\textsubscript{1} ≈ 80 fs into a transient molecular species, which further decays within an additional τ\textsubscript{2} ≈ 80 fs to form the two different products. It is speculated that both the dissociative and the non-dissociative product channels may be associated with dynamics that proceed on the same electronic surfaces but with different degrees of vibrational excitation. The study demonstrates that the combination of ultrafast XUV transient absorption spectroscopy with state-of-the-art first principle calculations may be used to gain a deeper insight into complex photochemical processes by monitoring electronic and structural dynamics in real-time and from the perspective of well-defined reporter atoms. In particular, the simultaneous sensitivity of transient inner-shell spectroscopy to both neutral and ionic intermediates and products enables a detailed analysis of the large manifold of dynamic pathways that is often accessed by SFI.

II. EXPERIMENTAL

A detailed description of the experimental setup has been given elsewhere. In brief, the output of a femtosecond Ti:sapphire laser (780 nm center wavelength, 3.3 mJ pulse energy at 3 kHz, 40 fs pulse width (full-width-at-half-maximum, FWHM)) is split 50:50 into a beam of NIR “pump” pulses and a beam that drives a high-order harmonic generation (HHG) source to produce femtosecond XUV “probe” pulses. The pump beam is routed through a computer-controlled delay stage to vary the time delay between the pump- and probe-pulses. The HHG driving beam is focused into a semi-infinite HHG gas cell, filled with about 75 Torr of neon. Under these conditions, HHs covering the spectral range from 45 eV to the Al L-edge at 72 eV are generated. XUV light beyond 72 eV is suppressed by Al filters used to block the NIR driving laser and IR stray light from the pump laser. A toroidal mirror is used to focus the XUV probe beam into a ceramic sample cell, where it is spatially overlapped with the NIR pump beam. The cell is connected to a reservoir filled with liquid selenophene and separately a xenon gas bottle outside the chamber. Both beams enter and exit the sample cell through 750 μm wide orifices. The focus diameters (1/e\textsuperscript{2}) of the XUV and NIR beams are determined to be (23 ± 5) μm and (85 ± 15) μm, respectively, by knife-edge scans (XUV) and using a beam profiler (NIR). The larger diameter of the IR pump beam compared to the XUV probe beam and Rayleigh ranges of the beams far beyond the interaction region ensure a nearly uniform electrical field in the overlap region inside the sample cell. The pump pulse intensity, ranging from 0.7 to 3 × 10\textsuperscript{14} W/cm\textsuperscript{2}, is estimated using a power meter and the measured pump beam diameter. The intensity calibration is confirmed by measuring the NIR power-dependent Xe\textsuperscript{++}/Xe\textsuperscript{++} signal ratio, which typically agrees with literature values to within a factor of 2 or better. Note that this uncertainty only applies to the absolute NIR intensity. Errors in relative intensities when comparing different measurements are estimated to be <10%, including the reproducibility of the pump-probe overlap.

Strong-field induced changes in the XUV absorption spectrum of xenon are used to calibrate the XUV energy axis and τ\textsubscript{0}, i.e., the delay stage position for zero pump-probe delay. The instrument response function (IRF) of 67 ± 12 fs is derived from the pump-probe time trace of the molecular HOMO-1 hole signal that appears instantaneously within the time resolution of the experiment. Note that the IRF derived from Xe calibration experiments is about 40 fs. However, the selenophene data have been acquired over several days (in contrast to our recent work on DBE), including many sample cell cleaning cycles. Rapidly alternating runs using Xe and selenophene are currently not possible due to different sample cell requirements. The specified 67 fs IRF thus accounts for any long-term variations in the system affecting τ\textsubscript{0} as well as the pump- and probe-pulse widths. In contrast to this unavoidable slight temporal broadening, corresponding variations in the pump pulse intensity and the crucial spatial pump-probe overlap are constantly monitored and corrected for. This is achieved by keeping the pump-probe signal intensity and, in particular, the ratio between emerging Se\textsuperscript{+} fragment signals and parent molecule depletion signals constant. Both observables vary strongly with the pump intensity within the probed sample volume and are thus sensitive probes of both the NIR intensity and the spatial pump-probe overlap.

A mechanical chopper that blocks the pump beam at a frequency of 4 Hz is used to record “pump-on” and “pump-off” spectra almost simultaneously, which significantly reduces the impact of high-harmonics intensity fluctuations on the pump-probe traces. For each pump-probe delay, 34 runs are averaged with integrated exposure times of 10 s under pump-on and 10 s under pump-off conditions.

After passing the sample cell, the XUV light is dispersed by a concave variable-line-spacing grating and detected by an X-ray CCD camera. The spectrometer is calibrated before each series of selenophene experiments. The uncertainty of the energy calibration is <60 meV, which is used as the lower limit for peak position uncertainties obtained from any fitting procedures. The absolute energy resolution of the spectrometer has been determined to be ~100 meV over the entire spectral range of interest from the recorded Xe spectra. Note that the uncertainty of the energy calibration is smaller than the absolute energy resolution of the spectrometer due to the fact that the uncertainty of a peak’s centroid position is usually smaller than the peak width.

The optical density of the sample is determined by \[ OD = \log(I_{\text{ref}}/I_{\text{sig}}) \], where \( I_{\text{sig}} \) and \( I_{\text{ref}} \) are the detected XUV
signal intensities with and without sample molecules, respectively, in the gas cell. Positive time delays indicate that the NIR pump pulse arrives at the sample before the XUV probe pulse. The pump pulse induced changes in optical density are described by \( \Delta OD = \log(I_{\text{pump-off}}/I_{\text{pump-on}}) \), whereby the pump laser passes through the mechanical chopper when \( I_{\text{pump-on}} \) is recorded and the beam is blocked to record \( I_{\text{pump-off}} \). Note that the static determination of the sample OD and the time-dependent measurements of NIR-induced optical density changes \( \Delta OD \) are performed at different cell pressures since both experiments require a different compromise between signal strengths and cell cleaning cycles. The absolute values for OD and \( \Delta OD \) are, therefore, not directly comparable.

In the data analysis a filter procedure is applied that excludes spectra with excessive \( \Delta OD \) variations originating from instabilities of the HHG source that are not mediated by the chopper technique. The excluded spectra contain artifacts that are similar in size to the spectral features themselves. Outliers are identified separately for each experimental run by analyzing the root-mean-square (RMS) values of the \( \Delta OD \) scatter in the nominally featureless spectral region beyond 63 eV. Large artifacts in this region lead to correspondingly high RMS values. Typically, spectra are excluded from further analysis if their \( \Delta OD \) RMS values differ by more than two FWHM of the RMS distribution from its mean. This ensures that no significant information is lost while clear artifacts in the spectra are avoided.

The uncertainty ranges of all presented spectra are estimated by dividing the standard deviation of up to 34 separate acquisition runs per data point by the square root of the number of runs (after removing the outliers). Note that some residual variations in experimental parameters such as the high-order harmonics flux or the sample cell pressure contribute systematic errors that affect many or all data points in a spectrum in a correlated fashion. The given uncertainty ranges include these additional error sources, which is why they appear relatively large compared to the scatter of the data points.

### III. THEORETICAL METHODS

Interpretation of the experimentally observed transient XUV spectral features is aided by first principles simulations of XUV absorption spectra in strong field ionized selenophene. To this end the Se M\(_{\text{IV-V}}\) edge XUV spectral fingerprints of a series of neutral, charged, and electronically excited configurations of selenophene are computed. A comparison of these to experimental spectra enables the assignment of the character of some of the observed transient features (see discussion in the supplementary material). The theoretical simulations are based on a combination of density functional theory (DFT)\(^{32,33}\) and time-dependent density functional theory (TDDFT)\(^{34}\) methods for estimating excited-state properties and consist of a two-step procedure for calculating transient XUV spectra: in the first step, optimized geometries for the ground states and several low-energy valence excited-states of \( \text{C}_4\text{H}_2\text{Se} \) and \( \text{C}_4\text{H}_2\text{Se}^+ \) are computed using the maximum overlap method (MOM).\(^{35}\) Thus, the minimum point on the potential energy surface of each low-energy excited configuration is considered through the MOM approach. The second step then involves calculating the Se M\(_{\text{IV-V}}\) edge absorption spectrum for each such configuration using a restricted energy window (REW)\(^{36}\) linear-response TDDFT\(^{37}\) formalism. All simulations employ an asymptotically correct range-separated hybrid exchange-correlation functional based on the oPBE\(^{38}\) class of functionals. In particular, for the TDDFT XUV absorption calculations that require a simultaneous description of both core and valence electronic states, we tune the range separation parameters within the hybrid functional to enforce the Koopmans’ condition,\(^{39}\) whereby the DFT eigenvalue of a given occupied eigenstate is brought into agreement with the corresponding electron removal energy for that state, on both the Se 3d and HOMO states simultaneously (see supplementary material for details). We find that this procedure yields good agreement between experimental and theoretical line shapes for the Se M\(_{\text{IV-V}}\) edge XUV spectrum of ground state \( \text{C}_4\text{H}_2\text{Se} \). The same tuned functional is then used to calculate spectra for all the other configurations considered. Additional details on basis sets and other simulation parameters are provided in the Computational Details subsection of section S1 in the supplementary material. Throughout the manuscript, the theoretically derived spectra are convoluted with a Gaussian of 0.47 eV FWHM to account for lifetime broadening and the instrumental energy resolution to facilitate an easier comparison between theory and experiment.

### IV. RESULTS

#### A. Static XUV absorption spectrum

Figure 1(a) shows the measured static XUV absorption spectrum of selenophene (red, recorded without a pump laser beam) along with the result of a fit procedure (blue) that models the spectrum by a set of six Gaussian peaks. The sloped background that decreases with increasing photon energy has been included as a quadratic baseline for each Gaussian peak. The measured spectrum exhibits four readily recognizable peaks a-d. The features originate from transitions of 3d\(_{5/2}\) and 3d\(_{3/2}\) core-level electrons into empty valence (LUMO and LUMO+1) and Rydberg orbitals. In particular, the main peaks a, b comprise overlapping \( \sigma^* ← 3\text{d}_{5/2,3/2} \) and \( \pi^* ← 3\text{d}_{5/2,3/2} \) transitions.\(^{40}\) The energy splitting within each set of double peaks ((0.77 ± 0.08) eV for peaks a, b and (0.76 ± 0.08) eV for peaks c, d) resembles the spin-orbit (SO) splitting of the 3d core-levels in atomic selenophene (0.9 eV).\(^{31}\) Note, however, that the ratio of the peak intensities a and b does not reflect the branching ratio of 3/2 that would be expected from spin-statistics if a and b would be associated purely with transitions involving 3d\(_{5/2}\) and 3d\(_{3/2}\) orbitals, respectively. Instead, both peaks comprise contributions from both orbitals, which are estimated in the fit by four Gaussian peaks with variable widths, heights, and positions but fixed peak pair spacing (0.9 eV) and ratios (3/2). The fit result is illustrated in Figure 1(a) by two solid and two dashed curves for transitions into \( \sigma^* \) and \( \pi^* \) orbitals, respectively. Features c and d are modeled by two additional Gaussian peaks (green) with center energies of 59.82 ± 0.06 eV and 60.57 ± 0.06 eV, respectively, which are assigned to core level transitions into Rydberg orbitals. We emphasize that the multi-parameter fit describing features a and b is not entirely free running and is not meant...
to provide a unique spectral assignment but rather a demonstration that a weighted combination of a SO split set of σ* and π* transitions, as suggested by Hitchcock et al.,40 and our calculations can be used to provide a good description of the measured spectrum.

The assignment of the fit model functions to specific transitions is based on a comparison of the measured XUV absorption spectrum with a DFT based simulation as illustrated in Figure 1(b). Note that the experimental spectrum (red) has been corrected for the broad background originating from non-resonant valence-shell ionization,28,40 which is not considered in the calculation (blue). The main features a, b are well described by theory, which also approximately reproduces the positions of the isolated Rydberg transitions. However, theory overestimates the intensity and slightly offsets the spectral position of transitions beyond 60 eV. The width of the π* ← 3d5/2,3/2 transitions is overestimated by the fit (Figure 1(a)) because it does not account for spectral features between the σ* and π* transitions and the Rydberg features, which can be seen in the calculated spectrum around 59 eV. We note that our assignment of the 3d core-level transitions into σ* and π* orbitals is reversed compared to the * orbital is set by local correlation effects, whereas the superposition of four Gaussian peaks (blue curve) corresponding to transitions from Se 3d orbitals into unoccupied σ* and π* valence orbitals (black solid and dashed curves, respectively). Features c and d are assigned to core-level to Rydberg-orbital transitions (green curves). Spectral assignments are based on the results of a DFT based * orbitals about the core-excited atom.

B. Transient absorption spectra

Figure 2 shows a waterfall representation of the XUV transient absorption spectra recorded with pump-probe delays between −250 and 750 fs and spanning photon energies from 52 to 62 eV, where the τ=0 spectrum is highlighted in red. The data were acquired using a pump pulse intensity of 3 × 10^14 W/cm^2. Three different types of time-dependent signals are observed: (i) regions exhibiting negative ∆OD (dark blue) after τ=0, (ii) several transient features visible around τ=0, most prominent at about 56 eV and 59 eV (positive ∆OD, peak B and C), and (iii) a set of sharp features around 54 eV (positive ∆OD, red) that exhibit an apparent delayed onset relative to time zero and then remain constant within the range of the experiment.

In order to determine the different spectral contributions and their dynamics in more detail, we compare spectra recorded within two different pump-probe delay ranges that emphasize different spectral features. Figure 3 compares the average spectrum associated with delays between 0 fs and 40 fs (blue) with the average spectrum related to delays between 280 fs and 2000 fs (red). The sharp spectral lines between 52 and 55 eV are assigned to fragment Se+ ions based on a comparison to the previously determined XUV absorption spectrum of isolated Se+ ions42 (black curve in Figure 3, this spectrum has been shifted by −0.08 eV to match the recorded spectrum). The prominent, instantly appearing negative ∆OD features at 57 eV and 58 eV as well as near 60 eV and 61 eV

FIG. 2. Waterfall representation of transient XUV absorption spectra recorded at a pump pulse intensity of 3 × 10^14 W/cm^2. The τ=0 spectrum is plotted in red. Depletion of neutral selenophene molecules (C4H4Se) appears instantaneously, as indicated by the drop of the features near 57.5 eV (compare to Figure 1). The sharp, very intense features between 53 and 55 eV correspond to emerging bare Se+ ions. A broad molecular feature A is visible immediately after τ=0, whereas the much stronger Se+ signals emerge with an apparent delay. Transient molecular features B and C appear around 56 and 59 eV, respectively. While feature C is only visible near τ=0, feature B decays initially, then remains constant at longer times and expands spectrally toward lower energies.
FIG. 3. Comparison of the long-time delay spectrum (red, averaged over pump-probe delays 280-2000 fs) and the spectrum near $t_0$ (blue, averaged from 0 to 40 fs) for a pump pulse intensity of $3 \times 10^{14}$ W/cm$^2$. Grey shaded areas represent the uncertainty ranges of the curves. The black curve is a literature spectrum of bare Se$^+$ ions, shifted by $0.08$ eV. The color-coded lines on top of the spectrum and the transparent rectangles mark the energy intervals used to generate the time-traces shown in Figures 5 and 6.

may be readily identified with the depletion of parent neutral molecules by comparison with the static XUV absorption spectrum of selenophene in Figure 1. Features A, B, and C are tentatively assigned to emerging molecular species due to their immediate appearance at zero pump-probe delay and their relatively broad structure. A more concrete assignment, however, requires a more detailed analysis as outlined below.

C. Power dependence measurements

The red, green, and blue curves in Figure 4 represent spectra recorded at a delay of 2 ps using NIR intensities of $0.7$, $1$, and $3 \times 10^{14}$ W/cm$^2$, respectively. The spectra have been scaled to the same parent molecule depletion signal at $57$ eV and aligned vertically for easier comparison. The most prominent spectral change with increasing NIR intensity is the emergence of the sharp features in the $52$-$55$ eV energy range, which are associated with Se$^+$ fragments. Furthermore, peak B develops a notable, additional low-energy component in the highest intensity spectrum.

D. Dynamics of spectral features

Figure 5 shows the time-dependent yields $I(t)$ of neutral selenophene (blue), Se$^+$ ions (black), and molecular species associated with feature A (yellow). The time traces have been obtained by integrating the data shown in Figure 2 over energy intervals of $57.0$-$57.5$ eV (blue), $54.42$-$54.5$ eV (black), and $54.30$-$54.35$ eV (yellow), respectively, and subtracting contributions due to SFI-induced changes of the non-resonant continuum and valence absorption. These changes are noticeable as a shift of the entire spectrum to negative $\Delta$OD in Figure 3 and effectively add a sloped, time-dependent background to the resonant spectral features. The background signal is approximated by a linear function spanning the entire energy range of the spectra and subtracted at each time step before deriving the time-dependent trends shown in Figures 5 and 6.

The green, red, and purple traces in Figure 6 illustrate the dynamics of feature C as well as the high and low energy shoulders of feature B, respectively, which were integrated over the energy ranges $58.8$-$59.1$ eV (green), $56.3$-$56.45$ eV (red), and $55.5$-$55.85$ eV (purple). Note that the photon energy intervals chosen to derive the time traces in Figures 5 and 6 are indicated in Figure 3 by horizontal lines and transparent rectangles using the same color codes across all figures.

Note that, in particular, the Se$^+$ ion signal (Figure 5) does not rise before time zero, as would be expected for an instantly appearing or exponentially rising signal when taking the IRF into account. Instead, the signal starts becoming visible with respect to the noise only $\sim 40$ fs after zero pump-probe delay, which is marked by the vertical dashed line. The large gap between the two Se$^+$ ion lines around $54$ eV, marked by an asterisk in Figures 2 and 3, provides access to the dynamics of the Se$^+$ ion signal (Figure 5). The yellow and blue traces are vertically shifted by $\pm 0.5$ for improved clarity. The inset shows a magnified view of the Se$^+$ time trace at small pump-probe delays and compares it to two different fit models: a single exponential rise (dotted) and a sequential two-step rise (solid).
of feature A. This feature, which is underlying the Se\(^+\) signal, has been taken into account in the derivation of the Se\(^+\) trend shown in Figure 5. The intensity of feature A underneath the Se\(^+\) peak has been estimated by its intensity just adjacent to the Se\(^+\) peak and its shape recorded near zero delay, where contributions from Se\(^+\) are negligible (Figure 3). The shape defines the ratio by which the adjacent A feature intensity is scaled before subtracting it from the Se\(^+\) intensity. Note that this background subtraction procedure leads to a reduced scatter of the black Se\(^+\) data points in Figure 5 that is smaller than expected from the statistically derived error bars, which are dominated by intensity variations of the high-order harmonic light.

V. ANALYSIS AND SPECTRAL ASSIGNMENTS

A. Modelling of the time traces

The blue trace in Figure 5 shows the expected trend of a signal associated with neutral parent molecules. The signal decreases within the experimental resolution as soon as the pump- and probe-pulses overlap and remains constant over the entire pump-probe delay range. The dynamics of feature A (yellow) mirror the parent molecule depletion. Feature A rises within the experimental time resolution and remains constant over the range of the experiment. Both signals are well described by step functions \(\theta(t)\) convoluted with a 67 fs wide Gaussian, which defines the IRF (solid lines in Figure 5). The two curves only differ in the sign of the signal change at zero delay.

The appearance of the Se\(^+\) signal (black) is much more complex than that of feature A. Despite the 67 fs IRF, the Se\(^+\) signal does not rise notably before \(~40\) fs pump-probe delay, a behavior that is typical for multi-step dynamics and that cannot be described by a direct dissociation. In order to describe the observed dynamic trend, we apply a two-step model that contains two characteristic time scales,

\[
\mathrm{C}_4\mathrm{H}_4\mathrm{Se}^{+\,+}(\text{config.1}) \rightarrow \mathrm{C}_4\mathrm{H}_4\mathrm{Se}^{+\,+}(\text{config.2}) \rightarrow \mathrm{C}_4\mathrm{H}_4 + \mathrm{Se}^+. \tag{1}
\]

Within this model, the strong-field pulse prepares an excited cation (configuration 1) that decays with a rate \(1/\tau_1\) to form an intermediate molecular species (configuration 2), which then dissociates to produce Se\(^+\) ions with a rate \(1/\tau_2\). In the following, this model will be tested against the observed experimental trends while the results of the \textit{ab initio} calculations will be used to explore the electronic and structural characteristics of configurations 1 and 2. The final product yield \(I(t)\) of a process as outlined in Equation (1) is described by a bi-exponential model function,

\[
I(t) = a_2 \left(1 + \frac{\tau_1 \tau_2}{\tau_1 - \tau_2} \left(\frac{1}{\tau_1} e^{-\frac{t}{\tau_1}} - \frac{1}{\tau_2} e^{-\frac{t}{\tau_2}}\right)\right) \theta(t) \ast \text{IRF}. \tag{2}
\]

This function is used to describe the Se\(^+\) trend in Figure 5 (black curve) using a nonlinear least squares fit procedure. Leaving both time constants freely floating leads to \(\tau_1 \approx \tau_2 \approx 80 \pm 30\) fs. Since Equation (2) is not applicable for \(\tau_1 = \tau_2\), the fit result has been confirmed by using the following equation, which describes a two-step process whereby the population and decay of the intermediate state proceed with equal rates:

\[
I(t) = a_3 \left(1 - \left(\frac{t}{\tau_{1,2}} + 1\right) e^{-\frac{t}{\tau_{1,2}}}\right) \theta(t) \ast \text{IRF}. \tag{3}
\]

As can be seen by the solid black curve in Figure 5, the model yields a reasonable fit result. In contrast, restricting the fit to only a single exponential rise (i.e., a direct dissociation of configuration 1 with no intermediate configuration 2) leads to an average rise time of \(\tau_1 \approx 200\) fs and does not give a satisfactory description of the Se\(^+\) signal dynamics. The corresponding fit result is indicated by the dotted line in the inset of Figure 5.

The analysis of the time-dependent Se\(^+\) yield suggests that the elimination of Se\(^+\) ions involves (at least) a two-step relaxation mechanism that connects the initial molecular excitation with the final double-bond break. Based on the fit results described above, we conclude that the overall process takes approximately 170 fs to be completed (defined as the time it takes to form a fraction of 1–1/e of the product Se\(^+\) ions) and proceeds with the involvement of two dynamic timescales of \(\tau_1 \approx \tau_2 \approx 80 \pm 30\) fs.

Turning to molecular features B and C, the traces in Figure 6 indicate that both rise within the IRF of the experiment and exhibit signatures of at least two dynamic components, one of which is significantly longer-lived than the range of the experiment. In particular, peak C (green) and the high energy side of peak B (red) also show clear indications for a fast decaying channel.

As evident from Figures 2, 3, and 6, the low and high energy shoulders of peak B exhibit significantly different dynamic trends. To consistently model the entire feature, we assume that the traces extracted from both sides of the peak are composed of the same underlying dynamic contributions, and only the relative amplitudes of these contributions differ.
for the low and high energy curves. Furthermore, we test the hypothesis that the individual contributions may be connected by the same dynamics concept as outlined in Equation (1) by employing the same time constants $\tau_1 \approx \tau_2 = 80$ fs as derived above. This approach leads to the following model function:

$$I(t) = \left[ a_4 e^{-\frac{t}{\tau_1}} + b_4 t e^{-\frac{t}{\tau_2}} + c_4 \left( 1 - \left( \frac{t}{\tau_1} + 1 \right) e^{-\frac{t}{\tau_1}} \right) \right] \theta(t) \ast IRF,$$

(4)

where $\tau = 80$ fs is a fixed time constant and the amplitudes $a_4$, $b_4$, and $c_4$ represent the relative contributions of the initially prepared cation, the transient molecular species, and the final products, respectively. Varying only $a_4$, $b_4$, and $c_4$ during the fit procedure while keeping $\tau$ fixed results in the solid purple and red curves shown in Figure 6. Both curves provide an excellent description of the data despite the stark differences between the low and high energy trends. The individual dynamic contributions are indicated by dashed black lines.

The dynamics of feature C (green trace in Figure 6) are modeled using the following equation comprising an exponential decay and a single exponential rise:

$$I(t) = \left[ a_4 e^{-\frac{t}{\tau_1}} + b_4 \left( 1 - e^{-\frac{t}{\tau_2}} \right) \right] \theta(t) \ast IRF.$$

(5)

The corresponding fit gives a very good description of the data (solid green line) and indicates decay and rise times of $\tau_1 = 35^{\pm 20}$ fs and $\tau_2 = 30^{\pm 15}$ fs, respectively. Both time constants are shorter than the instrument response, although the uncertainty of $\tau_2$ is quite significant. Note that the amplitude of the long-lived component of feature C is relatively small compared to the background correction of continuum absorption features described above (also see Figure 3). Therefore, residuals of an imperfect correction may notably contribute to this signal and we refrain from any further physical interpretation of this specific component.

The analysis suggests that the appearance of the atomic Se$^+$ fragments as well as the signals underlying feature B may be described by a two-step model as outlined in Equation (1). However, since peak B lies outside the spectral range of Se$^+$ ions, the nature of the final products represented by amplitude $c_4$ is still to be determined. We note that the intermediate state contribution to the dynamic trends of feature B is rather weak and similarly good fit results may be achieved when suppressing it completely while adjusting amplitudes $a_4$ and $c_4$ correspondingly or by representing the combination of the intermediate and final states by a single exponential rise with a time constant on the order of $\sim 160$ fs. Therefore, the chosen model function is by no means uniquely well suited to describe the experimental data. The important finding, however, is that the same dynamic concept used to describe the appearance of the Se$^+$ fragments can be used to achieve a very good description of the complex dynamics underlying feature B. Applying the empirical principle that the most likely physical explanation of the experimental observations is one that employs the least amount of independent parameters to consistently describe all observed trends, we propose that the dynamic trends underlying feature B and the appearance of the Se$^+$ fragments are closely related with the caveat that the final products within feature B are not Se$^+$ ions and their nature needs to be investigated with the aid of ab initio calculations as outlined below.

The instant rise and very fast decay of feature C may lead to speculations that it represents an initially prepared state whose decay may feed intensity into feature B. This possibility has been tested by performing fits in which peak B is comprised only of intermediate and final state contributions using time constants of both 35 fs and 80 fs. The corresponding fit results (not shown), however, give very poor representations of the data owing to the instant rise of feature B within the experimental IRF.

We note that we have also tried to perform a global fit analysis in which the temporal evolution of the entire spectrum is approximated by a two-dimensional fit function $f(E, t)$. However, the multitude of time scales and overlapping dynamic channels entailed in the recorded data results either in a poor global fit quality or in an ill-defined fit result depending on the number of free fit parameters. We have therefore decided to proceed as described above, employing multiple local fits for different features, which provides better control over the search space and the adequate number of free fit parameters for each region of interest.

### B. Theoretical description and simulated XUV absorption spectra

Our calculations encompass a variety of XUV absorption spectra for the ground and excited states of $C_6H_5Se$ and $C_6H_5Se^+$ within $\sim 5$ eV of the respective ground states, as well as the $C_6H_5Se^{++}$ ground state. Even though the DFT results represent spectra for fully relaxed geometries, some electronic states exhibit characteristic features that can be used to fingerprint the observed spectral structures that are stable on the 2 ps time scale of the experimental and, to a lesser extent, transient components; see supplementary material for details. Absorption spectra for 29 different configurations, labeled C1 to C29, can be found in the supplementary material. Figure 7 shows four examples of simulated differential absorption spectra that are most relevant for the following discussion. The simulations are compared to the measured Se 3d inner-shell absorption spectra near time zero (dark blue) and beyond 280 fs (red). In particular, Figure 7 shows the differential XUV absorption spectra of the cation ground state $\tilde{X}$ (black, C11—cyclic), the first excited cationic state $\tilde{A}$ (light blue, C12—cyclic), the HOMO $\rightarrow$ $\sigma^*$ excited cation (orange, C16—ring-open), and the $C_6H_5Se^{++}$ ground state (green, C26—cyclic). Note that in this notation, the HOMO $\rightarrow$ $\sigma^*$ excitation refers to the HOMO and $\sigma^*$ orbitals in the cyclic molecular cation ground state, which are not identical to the corresponding orbitals in the neutral molecule. Details about the labeling can be found in the supplementary material.

While the 4 simulated showcase spectra in Figure 7 comprise only a small fraction of the 29 spectra derived in the supplementary material, they are a good representation of physically relevant configurations based on a procedure of exclusion. For example, many of the principally possible excited states discussed in the supplementary material can be ruled out because they would exhibit strong absorption features below 53 eV, which are not observed in the experiment.
This leads to the conclusion that only electrons from the HOMO and HOMO-1 orbitals of the neutral molecule are subject to strong-field excitation and/or ionization in this experiment at the employed field intensities. Furthermore, only spectra of species that give rise to a clean depletion signal around 57.5 eV, as observed in the experiment, can contribute in a notable amount to the overall spectrum.

An important finding from the calculation is that an excitation into the $\sigma^*$ orbital (orbital number 33 in the supplementary material section) leads to a breaking of the C–Se bond and an opening of the selenophene ring. In contrast, $\pi^*$ excitations lead to a buckling of the ring but not to an opening.

Figure 8 shows the energies of several cationic and dicationic states in cyclic (left) and ring-opened (middle) geometries, relative to the selenophene ground state. Energies required for the production of various dissociation products are shown on the right. The energy levels are drawn from the same calculations used to simulate the XUV spectra, see supplementary material.

The relatively high threshold for the production of Se$^+$ ions compared to Se neutrals in both high-intensity measurements indicates that the $C_4H_4 + Se^+$ dissociation channel of molecular cations is favored over the energetically lower lying $C_4H_4^+ + Se$ asymptote. The physical origin for this selectivity is not known.

C. Parent molecule depletion

The depletion signals, which are marked as deep blue zones in Figure 2 and negative $\Delta OD$ values in Figure 3, appear instantly as soon as pump and probe pulses overlap and the features remain essentially constant throughout the entire range of time delays. These dynamics suggest that the signals are associated with the depletion of parent ground state molecules. The assignment is strongly supported by the double peak structure in the 57-58 eV range that mirrors the static absorption peaks a, b of the parent molecule in Figure 1(a) as well as the broad structures below $\sim 53$ eV and above $\sim 61$ eV that are reminiscent of the valence ionization contributions in Figure 1(a). We therefore assign all regions with significant negative $\Delta OD$ values to a depletion of ground state selenophene molecules by strong-field-induced excitation and/or ionization. Note that changes in the Rydberg features (Ry) near 60 eV already appear around 250 fs. This effect is attributed to a weak NIR pre-pulse that induces transient absorption and transmission effects before the main peak arrives at the target. The sensitivity of XUV transitions involving Rydberg states to relatively modest NIR field strengths has previously been demonstrated in experiments on atomic Xe and its appearance in Figure 2 gives further support to the spectral assignments near 60 eV.

D. Species associated with feature A

Feature A appears instantly and remains constant on the time scale of the experiment. It is, therefore, most likely associated with one or more molecular species that are populated by the interaction of the parent molecule with the pump laser and that remain stable for at least several picoseconds.
The theoretical results clearly favor the assignment of this feature to transitions from Se 3d orbitals to vacancies in the HOMO-1 orbital of the parent neutral molecule (see double peak structures for cyclic cations around 53.5 eV in Figure 7). Note that this assignment is not equivalent to an identification of the feature with the first excited $\tilde{A}$ cationic state, since various other excited states also exhibit HOMO-1 vacancies. The correlation between the double-peak feature near 53.5 eV and a HOMO-1 vacancy is also reproduced by an alternative, more qualitative approach to spectral assignments that employs a Koopmans’ picture in combination with orbital overlap arguments. Within this approach, the peak positions corresponding to transitions from core orbitals to valence vacancies are estimated by the difference between core- and valence-electron binding energies. The binding energies of selenophene Se 3d$^{3/2}$, Se 3d$^{5/2}$, HOMO-1, and HOMO electrons are 62.1 eV, 61.1 eV, 9.12 eV, and 9.00 eV, respectively. These energies would suggest a double peak structure with energies of $\sim$52 eV ($= 61.1 \text{ eV} - 9.1 \text{ eV}$) and $\sim$53 eV ($= 62.1 \text{ eV} - 9.1 \text{ eV}$) for transitions from the 3d$^{5/2}$ and 3d$^{3/2}$ levels, respectively, into a HOMO-1 vacancy, which approximately matches the structure of feature A. Note, though, that the HOMO and HOMO-1 orbitals are almost degenerate, which makes a spectral assignment based on peak positions alone challenging. However, the electron density of the neutral parent molecule HOMO orbital at the Se atom is vanishingly small while the HOMO-1 orbital is dominated by contributions from Se valence electrons. Hence, within the Franck-Condon approximation, only transitions from the Se 3d orbitals into HOMO-1 orbital vacancies are expected to have significant oscillator strengths. This qualitative picture is supported by the calculated cation $\tilde{X}$ and $\tilde{A}$ differential absorption spectra in Figure 7, where the first corresponds to a HOMO ionized configuration and the latter to a HOMO-1 vacancy. Hence, we assign feature A to excited molecular ions that are associated with a vacancy in the HOMO-1 orbital of the neutral molecule. This assignment includes, in particular, the cationic $\tilde{A}$ state.

### E. Species associated with feature B

Peak B is the most pronounced spectral feature at the lowest excitation energy, while no sharp atomic features are observed ($7 \times 10^{13}$ W/cm$^2$, Figure 4). Based on the energy ordering displayed in Figure 8 and the pronounced peak of the simulated cation ground state XUV spectrum near 56 eV (black trace in Figure 7), it is tempting to interpret the low NIR intensity spectrum predominantly as the signature of stable (on the ps time scale of the experiment) cyclic cations in the $\tilde{X}$ ground and $\tilde{A}$ lowest excited states. Indeed, as becomes evident from Figure 9, the spectrum can be reasonably well simulated by a linear combination of the (differential) calculated $\tilde{X}$ and $\tilde{A}$ cation absorption spectra with an intensity ratio of 2:3. The agreement between theory and experiment is within the accuracy of the calculation. The 2:3 ratio appears reasonable since the HOMO and HOMO-1 orbitals are almost degenerate and one may speculate that electrons from both orbitals are subject to ionization by the strong field with similar cross sections. The simulation reproduces, in particular, feature B very well, which originates in this picture from ground state cations (see Figure 7), while the HOMO-1 vacancy features of the $\tilde{A}$ state cations are responsible for feature A. The good agreement between simulation and experiment suggests that, at the lowest field intensity, cations are predominantly generated in the two lowest lying electronic states with feature A emerging from the $\tilde{A}$ state and feature B from the $\tilde{X}$ state. We note that signal contributions from highly excited neutral Rydberg states cannot be excluded as they may exhibit similar absorption features as the two lowest cation states.

At higher field intensities ($3 \times 10^{14}$ W/cm$^2$) and long time delays, however, feature B extends further to lower energies (Figures 3 and 4) and comprises a decaying and a rising component with their relative intensities dependent on the chosen energy interval (Figure 6). While the low energy part is dominated by the rising component, the high-energy part exhibits a more pronounced decaying contribution. Intriguingly, the only calculated cation spectrum that gives rise to an intense absorption signal at the low energy side of peak B without significant absorption below 53 eV is the one associated with the HOMO $\rightarrow$ $\sigma^*$ excited cation configuration. As our calculations show, this configuration corresponds to a ring-opened structure, see middle column in Figure 8. Therefore, the rising contribution underlying peak B is interpreted as the spectral signature of a ring opening and subsequent relaxation after cleavage of one of the Se–C bonds. The assignment to a ring-opening process is supported by the fact that the low energy part of feature B becomes particularly prominent at the highest NIR intensity, which enables the population of higher lying cation states such as the cationic HOMO $\rightarrow$ $\sigma^*$ configuration. As described in Sec. V A, the entire process of reaching the open ring structure may be modeled by the same two-step mechanism that leads to the production of Se$^+$ ions. We, therefore, propose that both the relaxed open-ring HOMO $\rightarrow$ $\sigma^*$ configurations and the Se$^+$ fragments are the result of very similar relaxation dynamics that proceed on the same electronic surfaces but may either lead to a single bond break to form a stable, non-cyclic molecule or to a double bond break to release Se$^+$ ions, depending on the amount of vibrational excitation in the $\sigma^*$ excited state.

---

**FIG. 9.** Experimental low intensity spectrum (red) recorded at $7 \times 10^{13}$ W/cm$^2$ compared to a calculated differential XUV absorption spectrum (blue) composed of a 2:3 ratio of the $\tilde{X}$ and $\tilde{A}$ state spectra of $\text{C}_4\text{H}_4\text{Se}^+$, which correspond to a HOMO and a HOMO-1 vacancy, respectively.
In contrast to the low energy part of feature B, which is assigned to ring-opening dynamics, the high energy part may also contain a prompt, long-lived contribution originating from the instantly populated cation ground state (Figure 9) or a buckled excited state configuration (e.g., C18 or C20). Note that this is not considered by the employed fit model that uses the time constants obtained from the Se\(^{+}\) trace. However, a prompt contribution will effectively only add a constant offset and will thus only affect the amplitudes of the individual contributions and not the time constants.

### F. Species associated with feature C

An assignment of feature C around 59 eV is difficult because all cationic states absorb in the respective energy regime. Interestingly, the \(\text{C}_4\text{H}_4\text{Se}^{++}\) ground state (Figure 7, green spectrum) exhibits a particularly strong maximum at the position of feature C. As the present study is carried out in the low \(10^{14} \text{ W/cm}^2\) regime, only the production of singly ionized parent molecules and some fragmentation are expected, but no significant double ionization or Coulomb explosion. Significant double ionization for this class of molecules is typically only observed beyond \(5 \times 10^{14} \text{ W/cm}^2\). For furan, an example, the double ionization threshold has been determined to \(8 \times 10^{14} \text{ W/cm}^2\). Yet, the spectra of highly excited cation Rydberg states (beyond the scope of our calculation) will also resemble the \(\text{C}_4\text{H}_4\text{Se}^{++}\) ground state absorption spectrum. Hence, for high pump laser intensities, we favor the assignment of feature C to rapidly decaying highly excited \(\text{C}_4\text{H}_4\text{Se}^{+}\) ions. Since the experimental method is not sensitive to charge states, we cannot completely rule out the generation of doubly charged cations. Power dependent mass spectrometry experiments of strong field ionized selenophene could help to better evaluate the role of \(\text{C}_4\text{H}_4\text{Se}^{++}\) at the employed NIR intensities. Note that if dications would be produced, they may also act as a source of bare \(\text{Se}^{+}\) ions, given that even the dication ground state is energetically unstable relative to the \(\text{C}_4\text{H}_4^{+} + \text{Se}^{+}\) dissociation channel.

### VI. DISCUSSION

With the assignments and analysis from Secs. IV and V at hand we can now proceed to develop a more general picture of the SFI induced dynamics in selenophene. The proposed reaction pathways are sketched in Figure 10.

At the lowest field intensities (<\(10^{14} \text{ W/cm}^2\)), experiment and theory can be directly compared (Figure 9) and all spectral features are reproduced reasonably well by a combination of the ground (\(\tilde{\sigma}\)) and first excited (\(\tilde{\sigma}^*\)) state spectra of the parent molecular cation (corresponding to HOMO and HOMO-1 vacancies, respectively). Therefore, we conclude that, in this intensity regime, mainly stable cyclic molecular ions (on the 2 ps time scale of the experiment) in the lowest two electronic states are produced.

At higher field intensities (>\(10^{14} \text{ W/cm}^2\)), higher excited states are accessed, thereby initiating ring-opening and dissociation dynamics as sketched in Figure 10. Two different spectral features give insight into the ring-opening dynamics in the selenophene cation: the \(\text{Se}^{+}\) fragment yield and the dynamic trends underlying feature B. The dynamics of both spectroscopic features may be described within the same two-step model, whereby an initially excited cation state relaxes into an intermediate molecular configuration within (80 ± 30) fs and eventually leads to either stable cations in \(\sigma^*\) excited states or to dissociation to produce \(\text{Se}^{+}\) fragments within an additional (80 ± 30) fs. This interpretation is based on the fact that only \(\sigma^*\) excited cation states are expected to exhibit prominent features in the range of the low energy shoulder of peak B and, according to our calculations, all these configurations lead to an opening of the ring. The assignment is supported by the intensity dependence of the feature, which agrees with the expectation that a ring opening requires additional energy deposition in the molecule compared to the cation ground state.

We tentatively assign the first step to a transition from a highly excited cyclic cation to a \(\sigma^*\) excited state in which one of the C–Se bonds is broken but the arrangement of nuclei is still close to the original molecule. The outcome of the second step may be defined by the amount of vibrational excitation in the \(\sigma^*\) state. The \(\sigma^*\) excited cation is thermodynamically stable with respect to the \(\text{C}_4\text{H}_4 + \text{Se}^{+}\) dissociation in its vibrational ground state, but in vibrationally excited states (≥1.8 eV above the ground state) dissociation is possible (Figure 8). Thus, the observed dynamics may be associated with \(\sigma^*\) excited cation states that are generated with different amounts of vibrational energy. Some of these intermediate configurations associated with the \(\sigma^*\) potential energy surface (PES) relax to give stable ring-opened states as manifested in the temporal behavior of feature B. Beyond ~2 eV of stored vibrational energy, however, the intermediate configurations may become unstable and undergo dissociation to produce \(\text{Se}^{+}\) ions.

It is noteworthy that the calculated vibrational period of the C–Se asymmetric stretch mode in selenophene is ~90 fs (see supplementary material). The excellent agreement of this value with the characteristic time scales for both steps in the observed ring-opening dynamics is most likely fortuitous. However, it is significant that we manage to observe distinct
steps within a complex ring-opening reaction that proceed on the time scale of a single vibrational period of the critical bond(s) involved in this reaction. This observation indicates an extremely efficient coupling between electronic and nuclear degrees of freedom inside the molecule that must be driving the photo-induced ring-opening.

Note that we cannot exclude the participation of higher excited states beyond the scope of our calculations and with similar absorption features as the excited configurations as well as a coincidental agreement between the time scales found for different spectral features. Therefore, stable non-cyclic cations may be produced on a ~170 fs time scale independently from the dynamics outlined above. Furthermore, other contributions such as, for example, from a buckled excited state (e.g., C18 or C20, see the supplementary material) that may decay further to lower states, are also consistent with the spectral position of peak B and proposing a unique assignment is challenging.

The rapidly (35±20 fs) decaying feature C is attributed to highly excited cation Rydberg states (even though we cannot fully rule out that C\textsubscript{4}H\textsubscript{4}Se\textsuperscript{+} contributes to this feature). The signal decays faster than the IRF and reflects dynamics during the initial phase of the strong-field induced processes, similar to the instantly rising and fast decaying component of feature B. Note that based on the detailed analysis of the time traces we exclude the possibility that peak C is an initially prepared state whose decay gives rise to the emergence of the instantly rising part of feature B. However, it is possible that the decay of feature C leads to intermediate and/or final states with spectral signatures within the range of feature B for delays beyond a few 10 fs. Future studies with more precisely controlled excitation schemes employing UV pump pulses may enable a better differentiation of the relaxation pathways observed herein.

It is instructive to compare our results to those for ring-opening dynamics in other (neutral) heteronuclear five-membered ring molecules. Among these molecules, most effort has been spent on the investigation of the photo-induced dynamics in thiophene.\textsuperscript{10–12} The exact relaxation pathways, however, are not well understood and are subject to ongoing discussions. It has been reported that UV excitation (~240 nm) of thiophene initiates vibrational dynamics in an excited state (80 fs), followed by an ultrafast decay via a conical intersection, presumably a ring-opening (25 fs). A theoretical study on the ultrafast photo-induced dynamics of furan\textsuperscript{9} has been reported, suggesting similar dynamics for this molecule. The ring-opening dynamics observed for the selenophene cation proceed with the participation of two steps, each of which is marked by an ~80 fs relaxation time scale. This result is very reminiscent of the time scales observed for the ultra-fast dynamics in thiophene.

Another example of a well-studied ultra-fast ring-opening processes in a cyclic, organic molecule is the photo-induced ring-opening in 1,3-cyclohexadiene.\textsuperscript{3,52–55} In this molecule, UV excitation leads to the population of a very rapidly decaying state (~35 fs). Subsequently, upon passage through two conical intersections, the entire photochemical ring-opening reaction proceeds within about 140 fs during which 5 eV of electronic energy are converted into vibrational motion of nuclei\textsuperscript{3} and the molecule eventually reaches the ring opened 1,3,5-hexatriene ground state.

Due to the complex nature of the SFI process, many different initially excited states can simultaneously contribute to the observed dynamics presented here. Hence, it is much more difficult to interpret the observed dynamics than it is for the UV-induced ring-opening reactions. However, it is intriguing that we observe similar time-scales. Even though the above examples refer to neutral molecules, the time-scales for ring-opening reactions may essentially be determined by the time it takes the molecule to pass through intersection on its way to the ring opened products. The fact that the time scales associated with the ring-opening process are on the order of a single vibrational period along the critical bond indicates that extremely efficient electronic-nuclear dynamics coupling is driving this reaction pathway in strong-field ionized selenophene, presumably also with participation by one or more conical intersections. Future transient XUV absorption studies using UV excitation to initiate ring-opening dynamics will give access to well-defined, single-photon induced dynamic pathways. On the theory side, a detailed description of possible potential energy surfaces and their dynamic coupling should be obtained to complement the experimental and theoretical tools presented here. The combination of the existing capabilities with better defined dynamic pathways, higher temporal resolution, and more advanced theoretical guidance on possible reaction channels will give exclusive access to details of photo-induced ring-opening reactions from the exquisite perspective of a local reporter atom.

VII. CONCLUSION

Molecular dynamics initiated by strong-field ionization of selenophene molecules have been explored using femtosecond XUV transient absorption spectroscopy. The element specific nature of the method provides insight into the ring-opening and dissociation processes launched upon ionization from the distinct viewpoint of the Se atom.

Ionization of selenophene molecules with field intensities below 10\textsuperscript{14} W/cm\textsuperscript{2} leads predominantly to the formation of stable cations in their two lowest lying electronic states, corresponding to HOMO and HOMO-1 vacancy configurations. The low intensity spectrum is well reproduced by a simulation using just these two configurations.

At intensities of ~3×10\textsuperscript{14} W/cm\textsuperscript{2}, strong-field ionization leads to various products such as stable open ring cations as well as fragmented molecules where both C–Se bonds have been broken. The fingerprint of the spectral feature associated with the ring-open structure is consistent with the calculated spectrum for a σ\textsuperscript{*} excited cation configuration that leads to an open ring geometry. The emergence of both the stable ring-open configuration as well as the Se\textsuperscript{2+} ions can be described within the same two-step model involving two time scales of \(\tau_1 = \tau_2 = 80 \pm 30\) fs. We tentatively assign the first step to a relaxation of a highly excited cyclic cation state to a σ\textsuperscript{*} excited state with only one C–Se bond but a nuclear configuration similar to the original molecule. The second step proceeds on the σ\textsuperscript{*} PES and leads either to a stable ring-open configurations or, beyond ~2 eV of stored vibrational energy, to the scission of the
remaining C–Se bond. Interestingly, the observed time-scales for the ring opening reactions are similar to the time-scales remaining C–Se bond. This indicates that extremely efficient coupling between electronic and nuclear degrees of freedom is driving the ring-opening mechanisms, presumably with the involvement of one or several conical intersections, as has been pointed out in previous studies on other molecules.

The present work demonstrates the ability of transient XUV absorption spectroscopy to explore transition states in complex ultrafast dynamics from a local perspective. Future experiments will be geared toward the study of single UV-photon-induced ring-opening dynamics of aromatic molecules, enabling a better defined population of specific excited states. As the present work suggests, relaxation dynamics in neutral selenophene may be studied at the Se 3d edge and it will be interesting to compare the ultrafast UV-induced ring-opening dynamics to those in the strongly-field ionized species.

The rapid development of HHG based XUV and soft-X-ray light sources will facilitate the exploration of molecular dynamics at even higher photon energies and may provide access to the sulfur 2p or carbon 1s edges in the near future, enabling the study of ring-opening dynamics in a variety of interesting molecules, such as thiophene, furan and other cyclic organic molecules.

SUPPLEMENTARY MATERIAL

See supplementary material for a detailed description of the theoretical calculations.
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